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I. Introduction and Summary

The American Cable Association ("ACA") hereby comments on the Notice issued by the National Telecommunications and Information Administration ("NTIA") requesting comments on "Developing the Administration's Approach to Consumer Privacy."\(^1\) ACA represents more than 700 smaller providers of broadband, video, and telephony services passing some 18 million households and serving almost 7 million.\(^2\) Half of ACA members serve fewer than 1,000 subscribers and have 10 or fewer employees. In offering these services, smaller providers are subject to a number of federal privacy statutes.\(^3\) For video and telephony services, they must

---


3. Throughout these comments, when referring to privacy statutes or issues, ACA includes data security as well.
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comply with, respectively, the cable services privacy and customer proprietary network information ("CPNI") provisions of the Communications Act of 1934\(^4\) overseen by the Federal Communications Commission ("FCC"). Internet Service Providers ("ISPs") are subject to the "unfair or deceptive acts or practices" provision in Section 5 of the Clayton Act overseen by the Federal Trade Commission ("FTC"), and state (mini-FTC) privacy laws.\(^5\)

Over the many years they have been subject to these laws, smaller providers have demonstrated an exceptional record of commitment to protecting their customers' privacy and compliance with the laws, driven in part by the fact that they live and work in the communities they serve and value protecting their neighbors' privacy. They recognize the importance of gaining their customers' trust and have spent years earning it.

Smaller ISPs also generally lack the ability to easily monetize their subscribers' information because of their limited scale (e.g., customer base and financial and human resources), even if they had an interest in doing so. Thus, it is rare that any smaller ISP poses a significant threat to misusing their subscribers' information. By contrast, Internet Providers like Google and Facebook base their business models on collection from and use of their billions of users' information, often directly or by sharing it with third-party vendors.

Smaller providers also know that the way they and other providers collect, use, and share personal data from customers has changed, and will change, over time. Moreover, they have seen how a relatively light-touch regulatory regime accounts for their subscribers' privacy interests while not imposing undue burdens on smaller providers. Accordingly, they have urged federal and state governments to generally refrain from imposing highly prescriptive and


\(^5\) When offering broadband Internet access service, providers are referred to as "Internet Service Providers." In addition, many other firms operate in the Internet ecosystem, including upstream content, applications, and services providers, often called "edge providers." In these comments, we refer to all firms operating in the Internet ecosystem as "Internet Providers."
inflexible requirements that can become quickly outdated, imposing burdens without any benefits.

Even while recognizing consumers have a legitimate interest in protecting the privacy of their information, smaller providers find that it is a significant burden to comply with many different legal requirements and fear that federal or state governments will add to this load. Make no mistake, these laws, even when serving an important public interest, impose costs, which reduce free cash that providers can invest in infrastructure. And, at their worst, onerous or vague legal requirements can deter providers from rolling out service offerings that consumers want. Moreover, unlike larger providers, which are more able to withstand the weight of new and extensive laws and regulations, smaller providers lack the scale and resources to simply spread the cost of these additional burdens across their customer base. Thus, while smaller providers agree that consumers should have meaningful privacy protections, these protections need to be reasonable, matching the problems they are designed to solve, and scaled to the size of the provider.

In these comments, ACA addresses development of a national privacy policy from the perspective of smaller providers. In particular, ACA agrees that a national privacy framework, one that establishes rules that are competitively and technology-neutral and apply uniformly across the country, is valuable and necessary so that consumers can understand and act on their rights regardless of the entity accessing their personal information. By contrast, a patchwork of different state privacy laws will impose substantial costs on smaller providers to understand and comply with any requirements. In addition, by having uniform rules, a national framework provides businesses with greater certainty, which will facilitate investment and deployment of new services. ACA also believes that such a framework should be based on the existing risk-based approach, which will protect the reasonable privacy expectations of consumers, and recognize that collection, use, and sharing practices will constantly evolve as
innovative and beneficial services are deployed. Finally, the framework should be scaled so as not to unreasonably burden smaller providers.

II. **Smaller Providers and Government Regulation of Privacy and Data Security**

In the Notice, NTIA asks for comment on ways to achieve a delicate policy balance—advancing consumer privacy while protecting prosperity and innovation—and to achieve that balance in an ever-changing market. Before delving into substance, there are several fundamental objectives that should shape any Internet privacy policy regime:

- The regime should apply uniformly across all jurisdictions on a competitively and technology-neutral basis.
- The regime should apply a risk-based flexible approach.
- The regime should be tailored to the more limited capabilities and resources of smaller providers and their customers.

**A. Federal privacy requirements should be uniform, overseen by the Federal Trade Commission, and apply on a competitively and technology-neutral basis.**

To provide consumers with a consistent “privacy” experience and to further competition, all firms operating in the Internet ecosystem (“Internet Providers”) should be subject to the same privacy requirements overseen only by the FTC, the federal agency that has the most experience and expertise with privacy oversight. The Internet is inherently interstate, with consumers accessing information and other content and purchasing services from firms based in other states which are transmitted over networks that traverse different states at different times. And, with consumers increasingly using mobile devices to engage in Internet commerce, they often make purchases from different jurisdictions, even on the same day.

---

6 Notice at 48600.
7 As discussed below, the regime should be tailored for smaller firms.
Moreover, many firms operating in the Internet ecosystem offer similar services to consumers and have access to similar types of consumer information regardless of whether they are ISPs or upstream edge providers. Further, given that the Internet is dynamic, firms are certain to evolve their offerings and consumers are certain to alter their behavior, both of which are virtually certain to engender, if permitted, scores of statutes and regulations that conflict in application, requirements, and enforcement. For all these reasons, it is essential to have a single, albeit evolving, set of privacy requirements that are overseen by a single federal agency.

By contrast, the FCC’s Privacy Order, which was flawed in many respects, made the fatal error of singling out ISPs for different, much more onerous oversight rather than include all Internet Providers. The FCC erroneously assumed that ISPs “hold a unique position in the Internet ecosystem” that necessitates prescriptive rules to “bolster consumer trust.” Yet, nowhere was the FCC presented with evidence of actual consumer harm or of evidence that adopting rules that depart from the FTC’s regime would bolster consumer trust. Instead, the FCC merely relied on its assumption that “consumers fearful of the loss of privacy may be less likely to use broadband connectivity,” and it heavily discounted evidence demonstrating that ISPs are good stewards of their customers’ data, with most simply lacking the incentives or

9 The Order, which was adopted in 2016, was repealed by Congress in 2017. S.J. Res. 34, Pub. L. No. 155-22, 115th Cong. (2017).

10 The FCC’s rationale for singling out ISPs was based upon its 2015 Open Internet Order’s finding that ISP are providing telecommunications services and the CPNI statute only applies to telecommunications services providers. See Protecting the Privacy of Customers of Broadband and Other Telecommunications Services, Report and Order, FCC, 31 FCC Rcd 13911, 13918-19 (Oct. 27, 2016) (“Privacy Order”). That fact, however, does not mean that the FCC could not have harmonized its regulations with the FTC’s framework, which is what ISPs requested. The FCC explicitly eschewed any effort to harmonize its regulations with the FTC’s framework. See id. at 13919.

11 Id. at 13924.

12 See id. at n.62 (citing Inquiry Concerning the Deployment of Advanced Telecommunications Capability to All Americans in a Reasonable and Timely Fashion, 2016 Broadband Progress Report, FCC, 31 FCC Rcd 699, 751-52 (Jan. 28, 2016)).
resources to engage in the sorts of sophisticated data analytics that the FCC feared. Even worse, the FCC failed to attribute even these unsupported and sweeping suggestions of consumer fear about privacy to the actions of ISPs, as opposed to edge providers or other players in the Internet ecosystem.

The California Consumer Privacy Act of 2018 (“CCPA”) at least applies to all, but the smallest, Internet Providers. However, apart from correctly including all types of market participants, the CCPA—or for that matter, any state statute—is flawed because the Internet is inherently a national (if not international) market and not a mere aggregation of individual state and local markets. As such, having multiple state privacy regimes would confuse consumers, burden providers, and greatly increase marketplace friction, leading to higher costs for service and less innovation. Moreover, the burden of having to comply with multiple regulatory regimes would fall heaviest on smaller providers and new entrants, which lack the operational and legal resources required to comply with numerous, different regulations. Thus, if individual state regulations are permitted to override or work in conjunction with a national regime, consumers in markets served by smaller providers would likely have access to fewer services, and markets served by new entrants that operate in multiple states would likely be less competitive. In both instances, larger incumbent firms, which can more easily absorb the costs of regulation, would benefit.


In sum, any privacy regime NTIA adopts should establish a single, national regulatory
regime overseen by the FTC that applies to Internet Providers regardless of their competitive
position or the technology they use.16

B. US privacy policy should continue to be based on a risk-based approach.

The risk-based approach to privacy policy that the US Congress and federal agencies
have employed for decades imposes different requirements on firms depending upon the type of
information being protected, the nature in which the information is used, and the entity
collecting, using, and sharing the information. For instance, the US Congress has determined
that strict privacy requirements should be applied to the collection and security of health and
financial-related information,17 as well as information collected from children,18 while the
collection of less-sensitive online data warrants less rigorous rules. In effect, a risk-based
approach imposes requirements where “the greatest privacy need exists, limiting such costs
where the need is less.”19 The Notice explains that risk-based flexibility underlies the
Administration’s policy approach because it “believes that users should be able to benefit from
dynamic uses of their information, while still expecting organizations will appropriately minimize
risks to users’ privacy.”20

16 By contrast, see Statement of Laura Moy, Executive Director, Center on Privacy & Technology at
Georgetown Law, Before the S. Comm. on Commerce, Science, & Transportation, Hearing on
Consumer Data Privacy: Examining Lessons from the European Union’s General Data
Protection Regulation and the California Consumer Privacy Act at 15 (Oct. 10, 2018) (“[F]ederal
legislation should a establish a floor…thus allowing states to continue to pass stronger laws on
their own.”). ACA opposes such an approach because it would continue to subject providers to
different requirements, engendering the problems discussed above and undermining the value of
having a single set of rules applicable to all Internet Providers and their customers.

17 See e.g., Health Insurance Portability and Accountability Act of 1996, Pub. L. No. 104-191, 110


19 See Phillips Speech at 5.

20 Notice at 48600.
ACA believes the risk-based approach should continue and be at the heart of a comprehensive federal policy setting forth baseline privacy protections. Such an approach will focus privacy protections and enforcement actions on those practices where misuse of consumer data will cause the greatest harm, while limiting compliance burdens where there is little benefit and enabling use of data for productive purposes. Further, any such approach would recognize the dynamic nature of data collection and use practices.\(^{21}\)

\[ C. \] Privacy requirements should be tailored to smaller Internet Providers and their customers.

ACA appreciates that the Notice, consistent with a risk-based approach, recognizes the benefits of imposing extensive privacy regulations on smaller providers are limited because most smaller providers do not collect, maintain, or share much, if any, personal information—let alone sensitive customer information—with third parties.\(^{22}\) By contrast, Facebook and Google collect information on billions of consumers, and when their data is breached, tens of millions of consumers, if not more, are harmed. Any reasonable regulatory approach should focus on where harms are the greatest.

The costs of regulation also weigh more heavily on smaller providers, who not only have more limited resources to spend on compliance with regulations than larger providers,\(^ {23}\) but lack

\(^{21}\) Other stakeholders support a risk-based approach. For instance, in a recent blog post, Kathy Grillo, Senior Vice President, Verizon, stated, “Statutory requirements governing ever-evolving technology need to be flexible so that they don’t become quickly outdated. The overall framework should be informed by the principle that the level of sensitivity of the person information will dictate the corresponding protections. The FTC could have a role in providing guidance on statutory requirements, such as defining ‘personal information’ and ‘sensitive personal information.’” Kathy Grillo, Privacy: It’s Time for Congress to do right by consumers, Verizon (Oct. 9, 2018), available at \https://www.verizon.com/about/news/privacy-its-time-congress-do-right-consumers\.

\(^{22}\) Notice at 48600, 48603.

\(^{23}\) From the experiences of ACA members, the types of costs that smaller providers may incur include: attorney and consultant costs associated with regulatory analysis, contract negotiation, risk management assessments, and preparing required policies, forms, training, and audits; development and implementation costs associated with data security controls, website policies, and customer approval tracking systems; personnel costs associated with hiring or training dedicated privacy and data security staff; costs associated with all aspects of providing required
the scale and scope of larger providers upon which to spread the costs of compliance.\(^{24}\)

Further, by contrast with larger providers, smaller providers’ employees tend to be less specialized, often performing multiple, disparate tasks, and so the costs to engage in the training and education needed to deal with regulations is impactful. In addition, smaller providers rarely have in-house counsel or personnel specializing in privacy and data security matters. As a result, the burdens to spend on understanding any requirements and then to comply with them are greater. Accordingly, the Notice appropriately seeks “solutions that support their continued ability to innovate and support economic growth,”\(^{25}\) while ensuring “they make good-faith efforts to utilize privacy protections.”\(^{26}\)

---

\(^{24}\) See Phillips Speech at 6 (“By their nature, regulatory regimes create compliance costs that are durable and may become more onerous over time. These are what economists call ‘economies of scale’, costs that large companies can bear more easily than their smaller competitors or new entrants.”). Commissioner Phillips (at 9) also notes that “large companies can manipulate legal requirements to their own benefit more easily than smaller competitors or new entrants.”

\(^{25}\) Notice at 48600.

\(^{26}\) Notice at 48603. ACA notes that the FCC, in its Privacy Order, failed in many instances to account for the disproportionate burdens its rules would impose on small providers and their customers. For example, nowhere did the Privacy Order even attempt to quantify the costs of the adopted rules, despite the overwhelming evidence in the record that prescriptive rules would be extremely burdensome for small providers. See, e.g., Privacy Order at 14111 (highlighting part of the FCC’s Final Regulatory Flexibility Analysis). The FCC also simply assumed, for instance, that its choice framework would not be burdensome because “[t]he choice rules are also significantly harmonized with existing rules, with which most small providers currently comply.” Id. at 14078. However, in doing so, the FCC ignored that the Privacy Order significantly modified its existing choice framework by adopting a sensitivity-based regime, heightening consent requirements, and removing existing exemptions. See id. At 13913-15. As a result, the changes to the consent rules would have required modifications to an ISP’s existing consumer choice policies, employee and vendor training materials, and systems for obtaining and tracking customer choices, all at substantial cost and disruption to providers’ business operations. The rules also created confusion and frustration among consumers, who would have been faced with a new privacy regime out of step with their expectations and a deluge of new consent forms.

Similarly, the FCC assumed that its “reasonableness” approach to data security would mitigate small provider concerns about the cost of the data security requirements. Id. at 14046. However, while the FCC planned to consider the size of an ISP when analyzing whether its data security practices are reasonable, id. at 14010, as explained above, many small providers would have expended even more significant resources—including internal and external legal, compliance,
ACA believes NTIA should address concerns about smaller firms in two ways that would be consistent with the goal of protecting their customers’ privacy. First, require the smallest firms to continue to be subject to the current FTC requirement that they refrain from engaging in unfair and deceptive acts or practices, but do not subject them to any enhanced requirements, such as ones similar to those included in the CCPA. Second, for other smaller firms, tailor any enhanced requirements to their capabilities and their customers’ expectations. Regarding a complete exemption, ACA believes that the CCPA, which consumer advocates cite as a robust statute, provides a template. The CCPA carves out smaller firms by applying its requirements to only firms that, among other things, have annual gross revenues of more than $25 million or that collect “the personal information of 50,000 or more consumers, households, or devices.” ACA submits that such an exemption addresses the burden that smaller firms—which generally collect little or no sensitive, let alone personal, information and do not share it with third parties—would face by having to comply with enhanced requirements that are oriented to concerns with collection and use practices of larger providers. Thus, ACA recommends NTIA not apply any enhanced requirements to any Internet Provider that has at least annual gross revenues of less than $25 million (as adjusted annually) or that collects customer personal information from fewer than at least 50,000 households.

and technical personnel—on an abbreviated timeline to adopt the FCC’s “exemplary practices” or face an increased risk of enforcement.


29 Smaller providers in California continue to be subject to the “mini-FTC” law requiring them to refrain from engaging in deceptive or unfair acts or practices. Cal. Bus. & Prof. Code §§ 17200, 17500.
In addition, ACA recommends that NTIA, as part of the Administration’s proposal, adopt data security policies that align with the risk-based framework developed by the National Institute of Standards and Technology (“NIST”) through a multi-stakeholder process. The framework is designed to guide critical infrastructure companies, including ISPs, to develop data security measures that are appropriate for each company’s profile, including based on the company’s size and the nature of the information they collect.\footnote{See Framework for Improving Critical Infrastructure Cybersecurity (Version 1.1), NIST at 11 (2018).} The measures would help companies understand their risk and then protect against, identify, respond to, and recover from data breaches.\footnote{See id. at 6-8.} In any event, any data security standards NTIA adopts should account for the lower security risks of small ISPs. Holding small ISPs to a set of high data security standards that might be appropriate for large providers that collect larger amounts of customer personal information would be costly, beyond the limited resources of small providers, and unnecessary given the lower risk of smaller ISPs. The risk-based approach in the NIST framework would ensure that providers are implementing data security procedures that are effective for their operations.

Smaller providers also would struggle to implement and comply with a requirement that they provide customers with access to all their data in the provider’s possession and then give customers the ability to correct that data,\footnote{In general, as the FTC has recognized, “consumer access [to data] should be proportional to the sensitivity and the intended use of the data at issue,” with more limited access rights for non-sensitive information and in situations where the information is not used for consumer reporting purposes covered under the Fair Credit Reporting Act. See Protecting Consumer Privacy in an Era of Rapid Change, FTC at 65 (2012), available at https://www.ftc.gov/sites/default/files/documents/reports/federal-trade-commission-report-protecting-consumer-privacy-era-rapid-change-recommendations/120326privacyreport.pdf (“FTC Privacy Report”). Distinguishing between non-sensitive and sensitive information, or between types of sensitive information, makes sense from an economic standpoint. The Federal Bureau of Investigation (FBI), in an April 2014 bulletin, noted that cybercriminals can sell partial electronic health records on the black market for $50 each, but sell stolen social security card numbers or} such as the one contained in the CCPA. Smaller
providers generally store customer personal information in multiple locations throughout their organization, on different and incompatible systems, and in both paper and electronic form. Rendering all of this information accessible to customers would be a major effort, requiring providers to build new systems to store all customer personal information in their possession and create mechanisms for consumers to access and correct the information. Moreover, such a system would increase security risk by opening systems previously designed for internal use only.

Finally, should NTIA determine that the Administration should alter any existing customer approval processes, such as that which occurred with the CCPA, smaller providers will need to engage attorneys to understand the new rules and what they mean for existing and planned collection, use, and sharing of customer information. And the more complicated the framework or the more it differs from existing frameworks, the more time attorneys and other personnel will spend on the task. In addition to the consent framework, any requirements for soliciting and documenting consent will impose additional costs. Attorneys would need to draft consent forms and compliance plans, and help train employees, agents, and partners on the permissible uses of personal information. Further, to comply with new consent requirements, smaller providers will need to build or upgrade systems, most likely by outsourcing, for obtaining and tracking consumer consents. Lastly, any different approval framework would require providers to again need to expend resources to obtain new approvals from consumers at a substantial cost.

In sum, any enhanced privacy framework for smaller providers that collect data on at least more than 50,000 households, but not so many as to be considered a large Internet Provider should generally provide them with additional time and flexibility to comply.

---

III. ACA’s Recommended Privacy Approach

In 2016, as the FCC was considering adopting privacy and data security regulations for ISPs, ACA joined with other ISPs and their trade associations to propose a privacy and data security regulatory framework that would be based on the “unfair or deceptive acts or practices” standard of Section 5 of the FTC Act, under which the FTC treats all providers in the Internet eco-system similarly. Until the FCC’s 2015 Open Internet Order, ISPs operated under the FTC’s framework and complied without incident. ISPs explained their proposal would not only establish the appropriate, technology-neutral standard, but also would avoid customer confusion that would be inevitable under any entity-based regulation and would lead to greater innovation and competition. ACA continues to support this approach. Given its expertise and experience in dealing with complex and evolving privacy issues, the FTC, which again oversees ISP privacy and data security activities, should be the agency to establish and enforce data collection and use practices for all Internet Providers.

ACA believes that any privacy and data security framework that NTIA develops for the Administration, with FTC as the lead agency, should be consistent with the FTC’s historical oversight of these matters—and NTIA should not adopt enhanced requirements. More specifically, the following four principles should underlie privacy and data security policy: (1) transparency; (2) respect for context and consumer choice; (3) data security; and (4) data breach notification.

- **Transparency.** Internet Providers should provide notices that clearly, comprehensively, and accurately describe the categories of customer data that they collect, how they will

---

33 See Letter from Matthew M. Polka, President & CEO, American Cable Association, et al., to Tom Wheeler, Chairman, FCC (Mar. 1, 2016).

use that data, and whether and for what purposes they may share that data with third parties. Privacy policies should be easily accessible, prominent, and current.

- **Respect for Context and Consumer Choice.** Internet Providers may use or disclose customer data as is consistent with the context in which the customer provides, or the provider obtains, the information, provided that the provider’s actions are not unfair or deceptive, including by ensuring consumers are aware they are giving consent and the specific purposes for which they are giving consent. For example, Internet Providers should give consumers easy-to-understand choices for non-contextual uses and disclosures of their data, where the failure to provide choice would be deceptive or unfair. Internet Providers also should consider the sensitivity of the data and the context in which they were collected when determining the appropriate choice mechanism. On the other hand, the use or disclosure of customer data for the following commonly accepted data practices would not warrant a “choice mechanism” (customer consent), either because customer consent can be inferred or because public policy considerations make choice unnecessary: product and service fulfillment, fraud prevention, compliance with law, responses to government requests, network management, first-party marketing, and affiliate sharing where the affiliate relationship is reasonably clear to consumers.

- **Data Security.** Internet Providers should establish, implement, and maintain a customer data security program that includes reasonable physical, technical, and administrative security safeguards to protect customer data from unauthorized access, use, and disclosure. Internet Providers’ data security programs should provide reasonable protections in light of the nature and scope of the activities of the firm, the sensitivity of the data, and the size and complexity of the relevant data operations of the firm.
• **Data Breach Notifications.** Internet Providers should notify customers whose data has been breached when failure to notify would be unfair or deceptive. Given that breach investigations frequently are ongoing at the time providers offer notice to customers, a notice that turns out to be incomplete or inaccurate is not deceptive, as long as the provider corrects any material inaccuracies within a reasonable period of time of discovering them. Internet Providers should have flexibility to determine how and when to provide such notice.\(^{35}\)

ACA believes this framework, based on the current FTC regime, will provide Internet Providers with the ability to update their practices in ways that meet the evolving privacy and data security needs of their customers and ensure they can provide their customers with new products and customized services. By contrast, rules dictating specific methods quickly become out of date and out of step with constantly changing technology, hampering innovation and harming consumers.

ACA’s framework also would enhance the ability of smaller providers that are not exempt to comply without incurring undue cost or burdens. First, the framework is consistent with the requirements of the cable privacy and CPNI statutes, which many smaller providers are required to comply with if they also offer cable or telephone service.\(^{36}\) Second, ACA’s framework aligns with consumer expectations by respecting the context of customer-provider interactions, while

---

35 By contrast, the Privacy Order adopted a rule under which a carrier must notify affected customers of any data breach “unless the telecommunications carrier can reasonably determine that no harm to customers is reasonably likely to occur as a result of the breach.” Privacy Order at 14085. While harm-based triggers may be reasonable, the FCC’s definition of harm was so broad as to be essentially unbounded, encompassing “financial, physical, and emotional harm,” id. at 14022. By including emotional harm as sufficient to trigger a breach notification, the FCC required providers to engage in needless subjective analysis. Providers would have consequently deferred toward notification rather than risking enforcement for failure to notify. As a result, providers and customers would have been left in the same position as if there were no harm-based trigger at all—subjected to an unduly burdensome notification regime unmoored from necessity, precedent, or common sense.

providing smaller providers with flexibility to offer new and innovative services to their customers, increasing consumer choice and competition. Third, the proposed data security rule maintains a robust general security standard, requiring physical, technical, and administrative security safeguards, while including the size of the company as a factor in determining whether particular safeguards are reasonable. As such, in the event that smaller providers grow into medium or large providers, the rules naturally will require more sophisticated processes commensurate with their larger operations. Finally, the proposed data breach notification rule provides flexible deadlines that will not overburden smaller providers, and a safety valve for good faith disclosures so that small providers can avoid counterproductive strict liability enforcement actions associated with inflexible and overly prescriptive regimes.

In sum, by continuing to base national privacy policy on an “unfair and deceptive acts or practices” approach for all Internet Providers, customers’ privacy needs would be met, and Internet Providers would increase access to innovative products and services. In addition, should NTIA decide that enhanced requirements are necessary, any approach needs to account for the unique attributes of smaller providers—and the fact that they pose a far less threat to their subscribers’ privacy interests. ACA believes this is a sound approach that would be consistent with FTC historical oversight. Finally, we should strive to make this approach the sole privacy and data security framework for all Internet Providers and their customers in the US, just as the FCC has done in its Restoring Internet Freedom Order. As discussed above, making providers that operate across state lines subject to individual state, or even local, mandates will add enormous amounts of friction, especially for smaller ISPs, with no demonstrable benefit.

---

37 Restoring Internet Freedom Order at 427 (the Order “preempt[s] any state or local measures that would effectively impose rules or requirements that [the FCC has] repealed or decided to refrain from imposing in order or that would impose more stringent requirements for any aspect of broadband service” addressed in the Order).
IV. Conclusion

ACA supports the development of a national privacy policy for Internet Providers that accounts for the unique characteristics of smaller providers and their customers. Any such policy should establish rules that are competitively and technology-neutral. In addition, the rules should apply uniformly in all jurisdictions in the US so that consumers can understand and act on their rights regardless of the entity accessing their personal information and so that businesses have greater certainty and lower compliance burdens. This framework also should be based on the existing risk-based approach, which will protect the reasonable privacy expectations of consumers and recognize that collection, use, and sharing practices will constantly evolve as innovative and beneficial services are deployed.
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How the Small Operators of ACA Are Having a Big Impact

A paper by
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About ACA

The American Cable Association (ACA) advances the interests of smaller providers of broadband, video, voice and other communications services to a variety of customers—residential, business, government and institutional—by means of legal and government advocacy. Since 1993, the ACA has represented small- and medium-sized cable operators before the US Congress, Federal Communications Commission and other federal agencies.

About Cartesian™

Cartesian provides professional services in strategy, execution and managed solutions to global leaders in the communications, digital media, and technology industries.
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Published March 2014
In the US, nearly 100 million households are customers of subscription TV. More than 80 million households subscribe to broadband. US wireline operators spend more than $35 billion a year building out the networks that support these services. No doubt, the US communications industry is big.

While big companies like AT&T, Verizon, Comcast and Time Warner Cable serve most of the market, there also are thousands of smaller operators. In some instances, these operators provide the same services to markets the big companies ignore. In other instances, they provide competition to the big operators. They are rarely household names on the national scene. But they are highly valued in the communities they serve.

These small and medium-sized operators include cable operators, rural telephone companies and municipality-owned service providers. These operators have seized opportunities to bring advanced communications services to their communities, despite unique challenges not experienced by the well-capitalized and well-connected giants of the industry. One thing many of these operators have in common is that they are members of the American Cable Association (“ACA”), which advocates for their interests in Washington.

The small and medium-sized operators of ACA serve a number of important functions in the US communications market and in society at large. ACA members:

**Provide broadband in rural areas.** As the National Broadband Plan noted in 2010, providing rural broadband is one of the great infrastructure challenges of the 21st century. Despite the high costs of building networks in sparsely populated areas, ACA members have been building out broadband in rural areas for years. Most of them do so without any government funding, saving taxpayers billions in support for government-funded broadband networks.

**Provide competition and choice in urban areas.** Several of ACA’s biggest members are competitive providers of cable services in urban areas. These companies entered markets that were previously duopolies of large cable companies and the incumbent telephone company, bringing choice and price competition in the process. Today, ACA members provide choice to more than five million homes in the US.

**Provide services to community institutions and businesses in underserved areas.** ACA members make available high-speed Internet access, private data networks and multiline voice products to tens of thousands of community institutions in small cities and rural areas. Nearly one million small businesses in rural areas have access to these advanced communications products from ACA members.

**Note:** Unless otherwise noted, all geographic analyses in this paper refer to ACA members’ broadband footprint, not their footprint for other services like video.

---

3 Total developed from operator SEC filings and secondary research estimates.
**Figure 1: ACA Member’s Broadband Footprint**

![Map showing broadband availability from ACA members](image)

Source: Analysis of data from National Broadband Map

**Figure 2: Top 20 ACA States, by Number of Video Subscribers**

![Bar chart showing top 20 ACA states by number of video subscribers](image)

Source: Analysis based on data from National Cable Television Cooperative, Inc. (NCTC)

**Figure 3: Top 20 ACA States, by Video Market Share of Total Housing Units**

![Bar chart showing top 20 ACA states by video market share](image)

Source: Analysis based on data from NCTC and US Census
In 1993, a group of 150 independent cable operators formed the American Cable Association following the regulation of cable in the 1992 Cable Act. Since then, the ACA’s membership roster has grown to 843 small and medium-sized operators.

ACA members offer advanced communications services to nearly 19 million homes—or 14% of total homes in the US. Nearly seven million of these homes are subscribers to ACA members’ video services and a fast-growing 6.3 million subscribe to broadband. In addition, nearly 2.75 million households subscribe to ACA members’ residential telephone service.

The ACA includes a diverse mix of cable operators, rural telecommunications companies and municipalities. Many ACA members are small, privately held companies with deep roots in their communities. No ACA member has more than one million subscribers. The median number of video subscribers per member is 1,060.

Despite their small size, ACA members have invested significantly in infrastructure to provide a suite of advanced communications services to homes, businesses and community institutions.

**Figure 4: ACA Subscribers and Homes Passed**

<table>
<thead>
<tr>
<th>Service</th>
<th>Homes Passed</th>
<th>Subscribers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video</td>
<td>19.0M</td>
<td>6.9M</td>
</tr>
<tr>
<td>Broadband</td>
<td>18.2M</td>
<td>6.3M</td>
</tr>
</tbody>
</table>

Sources: Number of ACA video subscribers from National Cable Television Cooperative, Inc. (NCTC). Number of ACA broadband subscribers estimated based on data from NCTC and SNL Kagan. Number of homes where ACA members can provide broadband based on analysis of National Broadband Map. Number of homes where ACA members can provide video estimated based on analysis of data from Warren News/MediaPrints and National Broadband Map.
Most members provide services over cable networks. While these networks were originally used just for TV, advances in technology and privately funded investments have enabled these networks to be used for broadband, telephone and advanced video services like video-on-demand. Due to their efficient architecture, cable networks offer a cost-effective and quickly deployable upgrade path to higher broadband speeds.

Investments in these networks include installing electronics to upgrade the bandwidth in existing cable wires and building out high-capacity optical fiber closer to end-customers. These investments have led to the great majority of ACA’s members’ subscribers receiving services over cable networks with 750MHz of bandwidth or higher. This allows for high-speed Internet and a large selection of high-definition channels and video-on-demand options.

Investments by ACA members have been significant. Historical capital expenditure figures are not readily available, but we estimate that ACA cable operator members have invested more than $10 billion (in 2014 dollars) in their networks.4

Some of the rural telecommunications companies and a few municipalities use other technologies to provide TV, broadband and telephone service to their customers, including fiber-to-the-home and DSL.

---

4 We developed this estimate by taking the number of plant miles in ACA’s cable operators’ networks and multiplying it by typical network build-out costs. Typical per-mileage network build-out costs range from $20,000 to $100,000 (and sometimes greater) depending on a variety of factors, including building density, terrain and availability of utility poles. 304,000 total plant miles X $20,000–$100,000 = $6 billion to $30 billion.
Figure 8: Availability of Advanced Services on ACA Cable Operators’ Networks

- Digital Video Availability: 97%
- Two-Way Availability: 95%

Source: Figures estimated based on analysis of data from Warren News

Figure 9: Total Miles in ACA Cable Operators’ Networks

- Total Coaxial Cable Miles: 265,000
- Total Fiber Miles: 39,000

Source: Plant miles estimated based on analysis of data from Warren News and NCTC

Figure 10: Availability of Network Bandwidth in ACA Cable Operators’ Networks

- Under 550 MHz: 6%
- 550 to 749 MHz: 15%
- 750 MHz and Up: 79%

Source: Analysis based on data from NCTC. Shares based on total subscribers
Reliable, high-speed access to the Internet is a source of economic growth, innovation, social connection and education—especially for people located far from the resources of major metropolitan areas. But providing broadband to rural residents of the US has proven to be a challenge, as the large distances between homes has made building out broadband infrastructure expensive.

ACA members serve a disproportionate share of customers in small cities and rural areas. While 28% of the US population lives in small cities and rural areas, 42% of the people covered by ACA members live in these areas.

ACA members’ broadband footprint covers nearly eight million homes in these areas, covering nearly 20% of the population in these areas.

Population density often serves as a proxy for determining relative costs of building out network infrastructure. More densely populated areas are cheaper to build out because more locations can be supported by a given mile of network than in less densely populated areas. Despite the fact that Figure 11: Percent of Population in Different Market Types, ACA vs. US

![Figure 11: Percent of Population in Different Market Types, ACA vs. US](image)

Source: ACA urban/rural mix based on analysis of data from US Census and National Broadband Map. US urban/rural mix source: US Census

Figure 12: ACA Population Covered in Small Cities and Rural Areas, as % of Total US Population in Small Cities and Rural Areas

![Figure 12: ACA Population Covered in Small Cities and Rural Areas, as % of Total US Population in Small Cities and Rural Areas](image)

Source: Analysis of US Census and National Broadband Map data

---

5 We use “small cities” to refer to the US Census designation of “urban clusters,” which are contiguous urbanized areas with less than 50,000 people. Our term “large urban areas” refer to the US Census designation of “urban areas,” which are contiguous urbanized areas with more than 50,000 people. The US Census designation of “rural areas” includes all non-urbanized areas.
that very few ACA members have access to public equity markets or cheap corporate debt, ACA members have built out networks in areas much less dense than the footprints of the six largest cable operators.  

A more precise way of understanding the cost of network build-outs is via a network cost model. To help achieve the National Broadband Plan’s goal of universal broadband access, the Federal Communications Commission is adopting a cost model to determine how much support telephone companies should receive for providing broadband in their rural territories. In areas the model deems “high cost,” the new Connect America Fund (“CAF”) will provide funding as long as an unsubsidized service provider—e.g., a cable operator—doesn’t provide broadband to that area.

Based on the FCC’s latest cost model, we estimate that 1.6 million homes in ACA cable members’ territories are considered “high cost.” That amounts to 9.3% of all US high-cost locations.  

Of these 1.6 million locations, more than half—842,000—would be eligible to receive government broadband funding if not for the presence of

---

**Figure 13: ACA Broadband Population Density vs. Top 6 Cable Operators**

| Population Density in ACA Broadband Footprint | 145 |
| Population Density in Broadband Footprint of Top 6 Cable Cos. | 709 |

Source: Analysis based on data from US Census and National Broadband Map

---

**Figure 14: Overlap between ACA Broadband Footprint and Locations Deemed “High Cost” by FCC Broadband Cost Model**

| Total High-Cost Locations: 17.5M | 1.6M | Total ACA Broadband Locations: 18.2M |

Source: Total high-cost locations based on analysis of data from FCC and US Census. ACA high-cost locations based on analysis of data from FCC, US Census and National Broadband Map. Total ACA broadband locations based on analysis of data from National Broadband Map

---

6 The top six cable operators are, in order of number of subscribers, Comcast, Time Warner Cable, Charter Communications, Cox Communications, Cablevision and Bright House Networks.

7 This number might slightly underestimate the total ACA homes considered high cost because we excluded all ACA members who provide broadband via DSL from this analysis. Most of them are incumbent telephone companies that receive government funding to provide broadband. The goal with this analysis was to find the number of homes that have access to broadband without any government subsidy.
ACA members.8 This is a significant number when placed against the 4.3 million locations in areas of large incumbent telephone companies the FCC expects will be supported by the CAF.9 By providing broadband to 842,000 homes that would otherwise be eligible for subsidies, ACA’s cable operators free up government funds to help more remotely located homes. ACA’s cable operators are helping the FCC get significantly closer to its goal of universal broadband access—all without any historical or expected government funding.

In addition to ACA’s cable operator members, ACA’s small rural telephone company members provide broadband to additional remote areas. While obligated by regulation to provide telephone service to all residents in their territories, these companies have gone above and beyond their obligations by building out DSL and fiber-to-the-home broadband networks. With a modest amount of government support, these companies provide broadband to some of the countries’ neediest and most physically remote residents.

Figure 15: Unsubsidized ACA Broadband Locations vs. Locations to be Supported by the Connect America Fund ("CAF")

8 In the other ~800,000 locations, ACA members are not the only broadband provider not receiving government support—that is, they are not the only unsubsidized broadband provider. Therefore, if the ACA member were not present, the area would still not be eligible for government funding because another privately funded operator is offering broadband in the area.

9 This analysis only considers the nearly finished future funding model for price cap carriers ($1.8 billion annually), not the unknown future funding model for Rate of Return carriers ($2.0 billion annually). Price cap carriers include large incumbent telephone companies like AT&T, Verizon and CenturyLink whose rates for particular communications services are capped by regulation. Rate of Return carriers are small incumbent telephone companies, including many ACA members, which receive government support to provide affordable communications services in exchange for limiting their profits to a rate of return set by regulators.
Until the 1990s, residents of urban and rural areas generally had the same limited options for communications services: a single cable provider for TV, and the incumbent local telephone company for telephone and low-speed Internet. But private investment in the subscription TV market and deregulation in the broader communications market transformed the industry over the course of a few years, bringing choice and lower prices to tens of millions of consumers. Urban residents were the primary beneficiaries.

ACA’s incumbent cable operators in urban areas began offering telephone and Internet services to their customers, largely using the same technologies as the local telephone company. With advancements in DOCSIS technology in the early 2000s, cable companies took the technological lead. With DOCSIS, cable operators were able to offer higher broadband speeds and more feature-rich telephone services for lower prices than the local telephone company.

In the ‘90s and early 2000s, a number of communications companies entered the historical territories of large incumbent cable operators and built their own competing cable networks. The largest of these so-called “overbuilders” or “competitive providers”—WideOpenWest, RCN, Wave Broadband and Grande Communications—are all ACA members. These four companies, along with more than 50 other ACA members, together pass 5.4 million homes served by other cable operators. Most of these homes are in urban areas.

Figure 16: ACA Competitive Provider Homes Passed by Market Type

Source: Analysis based on data from National Broadband Map and US Census
Competitive providers typically offer superior services and disruptive pricing to entice customers of incumbent operators to switch providers. This can be particularly challenging when they compete with much larger, better capitalized competitors, many of whom own programming assets essential to subscription TV providers. For example, RCN with its 316,000 subscribers competes with Comcast (21.7 million subscribers) and Time Warner Cable (11.4 million subscribers10) in more than 90% of its footprint.

This competition has led to lower prices for consumers, who have multiple choices for their budgets for broadband, telephone and subscription TV.

---

10 All subscriber numbers from SNL Kagan, 4Q13.

11 Broadband price comparisons based on Internet price-shopping on operators’ websites conducted March 8 – March 20, 2014. Closest speed at or above 15 Mbps was chosen and non-promotional prices were used in all cases where available. In cases where speed at or above 15 Mbps was not available, highest speed available was chosen. “Top 6 Cable Cos.” are top US cable operators Comcast, Time Warner Cable, Cox Communications, Charter Communications, Cablevision and Bright House Networks. “Telco” includes AT&T, Verizon Communications, CenturyLink, Windstream, Fairpoint and Frontier Communications. ACA operators and locations were chosen at random to provide diversity of operator size, geography and population density. All locations were checked via operators’ website or National Broadband Map to validate availability of broadband by providers studied.
Since the market transformations of the 1990s, urban businesses and institutions have increasingly had multiple choices for communications providers. But businesses and institutions in small cities and rural areas often have fewer options. In the late 2000s, cable operators began offering more sophisticated business-grade services, like private data networks and multiline voice products, to local businesses and institutions.

Many ACA members offer these and other advanced communications services in their footprints, which include more than 30,000 community institutions in rural areas and small cities. Hundreds of ACA members have received grants for providing communications services to local schools and libraries through the federal government’s E-Rate program. ACA members were awarded $88 million through the E-Rate program in 2013.

ACA members’ commercial services are largely targeted to small and medium-sized businesses. In less densely populated areas, ACA members’ footprint includes more than one million businesses. Ninety-seven percent of these businesses have fewer than 50 employees.

**Figure 19: Anchor Institutions in ACA Members’ Broadband Footprint in Small Cities and Rural Areas**

<table>
<thead>
<tr>
<th>Type of Institution</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary &amp; Secondary Schools</td>
<td>11,514</td>
</tr>
<tr>
<td>Public Safety Buildings</td>
<td>7,997</td>
</tr>
<tr>
<td>Libraries</td>
<td>2,950</td>
</tr>
<tr>
<td>Medical Facilities</td>
<td>3,522</td>
</tr>
<tr>
<td>Colleges and Universities</td>
<td>626</td>
</tr>
<tr>
<td><strong>Total</strong>:</td>
<td>32,873</td>
</tr>
</tbody>
</table>

*Source: Analysis based on data from National Broadband Map and US Census

*Total in entire ACA footprint, including Large Urban Areas, is 54,140

**Figure 20: Businesses by Number of Employees in ACA Territories with Population Density<1,000 People/Square Mile**

<table>
<thead>
<tr>
<th>Number of Employees</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>166k</td>
</tr>
<tr>
<td>1-9</td>
<td>772k</td>
</tr>
<tr>
<td>10-49</td>
<td>102k</td>
</tr>
<tr>
<td>50-499</td>
<td>25k</td>
</tr>
<tr>
<td>500+</td>
<td>2k</td>
</tr>
<tr>
<td><strong>Total</strong>:</td>
<td>1.1M</td>
</tr>
</tbody>
</table>

*Source: Analysis based on data from National Broadband Map and US Census*
The small and medium-sized operators that make up ACA have demonstrated they can seize opportunities and bring advanced communications services to their communities. In spite of their size, ACA members have invested to offer affordable, high-quality communications services to nearly 20 million homes in the US.

In rural areas, ACA members provide broadband and other services to high-cost areas, largely without government support. In urban areas, they offer choice to consumers and keep prices low. In small cities and rural areas, ACA members’ footprint includes more than 1 million businesses and community institutions. By bringing choice and vital communications services to millions of homes and businesses, small operators have made a big contribution to American society.

Yet ACA members also face unique challenges due to their size. They pay higher rates for programming than the larger cable operators and satellite TV providers. Local and regional cable operators must compete against large telephone companies receiving government subsidies to provide broadband to unserved areas. Given the relatively small volume of their traffic, they are disadvantaged in negotiations over interconnection with the networks of Tier 1 Internet Service Providers.

ACA is dedicated to addressing these problems and others. If all communities are to have access to advanced communications services on a competitive basis, small and mid-sized operators need to thrive.
**Figure 21: ACA Members’ Market Share of Various Markets**

<table>
<thead>
<tr>
<th>Market Type</th>
<th>Market Share</th>
</tr>
</thead>
<tbody>
<tr>
<td>All US Subscription-TV Customers</td>
<td>7%</td>
</tr>
<tr>
<td>All US Broadband Subscribers</td>
<td>8%</td>
</tr>
<tr>
<td>Homes in Its Footprint</td>
<td>36%</td>
</tr>
</tbody>
</table>

Source: Analysis based on data from ACA, NCTC, National Broadband Map and US Census

**Figure 22: Revenue and Employment of ACA Members**

- Estimated ACA Members’ Revenue (2013): $11.5B
- ACA Members’ Total Employment: 40,800
- Median Number of Employees per Member: 10

Source: Analysis based on data from Infogroup and SNL Kagan

**Figure 23: Mix of Member Types, by Members vs. by Subscribers**

- By Members:
  - Traditional Cable: 44%
  - Telco: 43%
  - Municipal & Other: 13%
  - Total: 100%

- By Subscribers:
  - Traditional Cable: 67%
  - Telco: 28%
  - Municipal & Other: 5%
  - Total: 100%

Source: Analysis of data from NCTC
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**Note to Readers on the Update**

Version 1.1 of this Cybersecurity Framework refines, clarifies, and enhances Version 1.0, which was issued in February 2014. It incorporates comments received on the two drafts of Version 1.1.

Version 1.1 is intended to be implemented by first-time and current Framework users. Current users should be able to implement Version 1.1 with minimal or no disruption; compatibility with Version 1.0 has been an explicit objective.

The following table summarizes the changes made between Version 1.0 and Version 1.1.

<table>
<thead>
<tr>
<th>Update</th>
<th>Description of Update</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clarified that terms like “compliance” can be confusing and mean something very different to various Framework stakeholders</td>
<td>Added clarity that the Framework has utility as a structure and language for organizing and expressing compliance with an organization’s own cybersecurity requirements. However, the variety of ways in which the Framework can be used by an organization means that phrases like “compliance with the Framework” can be confusing.</td>
</tr>
<tr>
<td>A new section on self-assessment</td>
<td>Added Section 4.0 <em>Self-Assessing Cybersecurity Risk with the Framework</em> to explain how the Framework can be used by organizations to understand and assess their cybersecurity risk, including the use of measurements.</td>
</tr>
<tr>
<td>Greatly expanded explanation of using Framework for Cyber Supply Chain Risk Management purposes</td>
<td>An expanded Section 3.3 <em>Communicating Cybersecurity Requirements with Stakeholders</em> helps users better understand Cyber Supply Chain Risk Management (SCRM), while a new Section 3.4 <em>Buying Decisions</em> highlights use of the Framework in understanding risk associated with commercial off-the-shelf products and services. Additional Cyber SCRM criteria were added to the Implementation Tiers. Finally, a Supply Chain Risk Management Category, including multiple Subcategories, has been added to the Framework Core.</td>
</tr>
<tr>
<td>Refinements to better account for authentication, authorization, and identity proofing</td>
<td>The language of the Access Control Category has been refined to better account for authentication, authorization, and identity proofing. This included adding one Subcategory each for Authentication and Identity Proofing. Also, the Category has been renamed to Identity Management and Access Control (PR.AC) to better represent the scope of the Category and corresponding Subcategories.</td>
</tr>
<tr>
<td>Better explanation of the relationship between Implementation Tiers and Profiles</td>
<td>Added language to Section 3.2 <em>Establishing or Improving a Cybersecurity Program</em> on using Framework Tiers in Framework implementation. Added language to Framework Tiers to reflect integration of Framework considerations within organizational risk management programs. The Framework Tier concepts were also refined. Updated Figure 2.0 to include actions from the Framework Tiers.</td>
</tr>
</tbody>
</table>
Consideration of Coordinated Vulnerability Disclosure

A Subcategory related to the vulnerability disclosure lifecycle was added.

As with Version 1.0, Version 1.1 users are encouraged to customize the Framework to maximize individual organizational value.
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Executive Summary

The United States depends on the reliable functioning of critical infrastructure. Cybersecurity threats exploit the increased complexity and connectivity of critical infrastructure systems, placing the Nation’s security, economy, and public safety and health at risk. Similar to financial and reputational risks, cybersecurity risk affects a company’s bottom line. It can drive up costs and affect revenue. It can harm an organization’s ability to innovate and to gain and maintain customers. Cybersecurity can be an important and amplifying component of an organization’s overall risk management.

To better address these risks, the Cybersecurity Enhancement Act of 2014¹ (CEA) updated the role of the National Institute of Standards and Technology (NIST) to include identifying and developing cybersecurity risk frameworks for voluntary use by critical infrastructure owners and operators. Through CEA, NIST must identify “a prioritized, flexible, repeatable, performance-based, and cost-effective approach, including information security measures and controls that may be voluntarily adopted by owners and operators of critical infrastructure to help them identify, assess, and manage cyber risks.” This formalized NIST’s previous work developing Framework Version 1.0 under Executive Order (EO) 13636, “Improving Critical Infrastructure Cybersecurity” (February 2013), and provided guidance for future Framework evolution. The Framework that was developed under EO 13636, and continues to evolve according to CEA, uses a common language to address and manage cybersecurity risk in a cost-effective way based on business and organizational needs without placing additional regulatory requirements on businesses.

The Framework focuses on using business drivers to guide cybersecurity activities and considering cybersecurity risks as part of the organization’s risk management processes. The Framework consists of three parts: the Framework Core, the Implementation Tiers, and the Framework Profiles. The Framework Core is a set of cybersecurity activities, outcomes, and informative references that are common across sectors and critical infrastructure. Elements of the Core provide detailed guidance for developing individual organizational Profiles. Through use of Profiles, the Framework will help an organization to align and prioritize its cybersecurity activities with its business/mission requirements, risk tolerances, and resources. The Tiers provide a mechanism for organizations to view and understand the characteristics of their approach to managing cybersecurity risk, which will help in prioritizing and achieving cybersecurity objectives.

While this document was developed to improve cybersecurity risk management in critical infrastructure, the Framework can be used by organizations in any sector or community. The Framework enables organizations – regardless of size, degree of cybersecurity risk, or cybersecurity sophistication – to apply the principles and best practices of risk management to improving security and resilience.

The Framework provides a common organizing structure for multiple approaches to cybersecurity by assembling standards, guidelines, and practices that are working effectively today. Moreover, because it references globally recognized standards for cybersecurity, the

Framework can serve as a model for international cooperation on strengthening cybersecurity in critical infrastructure as well as other sectors and communities.

The Framework offers a flexible way to address cybersecurity, including cybersecurity’s effect on physical, cyber, and people dimensions. It is applicable to organizations relying on technology, whether their cybersecurity focus is primarily on information technology (IT), industrial control systems (ICS), cyber-physical systems (CPS), or connected devices more generally, including the Internet of Things (IoT). The Framework can assist organizations in addressing cybersecurity as it affects the privacy of customers, employees, and other parties. Additionally, the Framework’s outcomes serve as targets for workforce development and evolution activities.

The Framework is not a one-size-fits-all approach to managing cybersecurity risk for critical infrastructure. Organizations will continue to have unique risks – different threats, different vulnerabilities, different risk tolerances. They also will vary in how they customize practices described in the Framework. Organizations can determine activities that are important to critical service delivery and can prioritize investments to maximize the impact of each dollar spent. Ultimately, the Framework is aimed at reducing and better managing cybersecurity risks.

To account for the unique cybersecurity needs of organizations, there are a wide variety of ways to use the Framework. The decision about how to apply it is left to the implementing organization. For example, one organization may choose to use the Framework Implementation Tiers to articulate envisioned risk management practices. Another organization may use the Framework’s five Functions to analyze its entire risk management portfolio; that analysis may or may not rely on more detailed companion guidance, such as controls catalogs. There sometimes is discussion about “compliance” with the Framework, and the Framework has utility as a structure and language for organizing and expressing compliance with an organization’s own cybersecurity requirements. Nevertheless, the variety of ways in which the Framework can be used by an organization means that phrases like “compliance with the Framework” can be confusing and mean something very different to various stakeholders.

The Framework is a living document and will continue to be updated and improved as industry provides feedback on implementation. NIST will continue coordinating with the private sector and government agencies at all levels. As the Framework is put into greater practice, additional lessons learned will be integrated into future versions. This will ensure the Framework is meeting the needs of critical infrastructure owners and operators in a dynamic and challenging environment of new threats, risks, and solutions.

Expanded and more effective use and sharing of best practices of this voluntary Framework are the next steps to improve the cybersecurity of our Nation’s critical infrastructure – providing evolving guidance for individual organizations while increasing the cybersecurity posture of the Nation’s critical infrastructure and the broader economy and society.
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1.0 Framework Introduction

The United States depends on the reliable functioning of its critical infrastructure. Cybersecurity threats exploit the increased complexity and connectivity of critical infrastructure systems, placing the Nation’s security, economy, and public safety and health at risk. Similar to financial and reputational risks, cybersecurity risk affects a company’s bottom line. It can drive up costs and affect revenue. It can harm an organization’s ability to innovate and to gain and maintain customers. Cybersecurity can be an important and amplifying component of an organization’s overall risk management.

To strengthen the resilience of this infrastructure, the Cybersecurity Enhancement Act of 2014\(^2\) (CEA) updated the role of the National Institute of Standards and Technology (NIST) to “facilitate and support the development of” cybersecurity risk frameworks. Through CEA, NIST must identify “a prioritized, flexible, repeatable, performance-based, and cost-effective approach, including information security measures and controls that may be voluntarily adopted by owners and operators of critical infrastructure to help them identify, assess, and manage cyber risks.” This formalized NIST’s previous work developing Framework Version 1.0 under Executive Order 13636, “Improving Critical Infrastructure Cybersecurity,” issued in February 2013\(^3\), and provided guidance for future Framework evolution.

Critical infrastructure\(^4\) is defined in the U.S. Patriot Act of 2001\(^5\) as “systems and assets, whether physical or virtual, so vital to the United States that the incapacity or destruction of such systems and assets would have a debilitating impact on security, national economic security, national public health or safety, or any combination of those matters.” Due to the increasing pressures from external and internal threats, organizations responsible for critical infrastructure need to have a consistent and iterative approach to identifying, assessing, and managing cybersecurity risk. This approach is necessary regardless of an organization’s size, threat exposure, or cybersecurity sophistication today.

The critical infrastructure community includes public and private owners and operators, and other entities with a role in securing the Nation’s infrastructure. Members of each critical infrastructure sector perform functions that are supported by the broad category of technology, including information technology (IT), industrial control systems (ICS), cyber-physical systems (CPS), and connected devices more generally, including the Internet of Things (IoT). This reliance on technology, communication, and interconnectivity has changed and expanded the potential vulnerabilities and increased potential risk to operations. For example, as technology and the data it produces and processes are increasingly used to deliver critical services and support business/mission decisions, the potential impacts of a cybersecurity incident on an

---


\(^5\) See 42 U.S.C. § 5195c(e)). The U.S. Patriot Act of 2001 (H.R.3162) became public law 107-56 on October 26, 2001 and may be found at: https://www.congress.gov/bill/107th-congress/house-bill/3162
organization, the health and safety of individuals, the environment, communities, and the broader economy and society should be considered.

To manage cybersecurity risks, a clear understanding of the organization’s business drivers and security considerations specific to its use of technology is required. Because each organization’s risks, priorities, and systems are unique, the tools and methods used to achieve the outcomes described by the Framework will vary.

Recognizing the role that the protection of privacy and civil liberties plays in creating greater public trust, the Framework includes a methodology to protect individual privacy and civil liberties when critical infrastructure organizations conduct cybersecurity activities. Many organizations already have processes for addressing privacy and civil liberties. The methodology is designed to complement such processes and provide guidance to facilitate privacy risk management consistent with an organization’s approach to cybersecurity risk management.

Integrating privacy and cybersecurity can benefit organizations by increasing customer confidence, enabling more standardized sharing of information, and simplifying operations across legal regimes.

The Framework remains effective and supports technical innovation because it is technology neutral, while also referencing a variety of existing standards, guidelines, and practices that evolve with technology. By relying on those global standards, guidelines, and practices developed, managed, and updated by industry, the tools and methods available to achieve the Framework outcomes will scale across borders, acknowledge the global nature of cybersecurity risks, and evolve with technological advances and business requirements. The use of existing and emerging standards will enable economies of scale and drive the development of effective products, services, and practices that meet identified market needs. Market competition also promotes faster diffusion of these technologies and practices and realization of many benefits by the stakeholders in these sectors.

Building from those standards, guidelines, and practices, the Framework provides a common taxonomy and mechanism for organizations to:

1) Describe their current cybersecurity posture;
2) Describe their target state for cybersecurity;
3) Identify and prioritize opportunities for improvement within the context of a continuous and repeatable process;
4) Assess progress toward the target state;
5) Communicate among internal and external stakeholders about cybersecurity risk.

The Framework is not a one-size-fits-all approach to managing cybersecurity risk for critical infrastructure. Organizations will continue to have unique risks – different threats, different vulnerabilities, different risk tolerances. They also will vary in how they customize practices described in the Framework. Organizations can determine activities that are important to critical service delivery and can prioritize investments to maximize the impact of each dollar spent. Ultimately, the Framework is aimed at reducing and better managing cybersecurity risks.
To account for the unique cybersecurity needs of organizations, there are a wide variety of ways to use the Framework. The decision about how to apply it is left to the implementing organization. For example, one organization may choose to use the Framework Implementation Tiers to articulate envisioned risk management practices. Another organization may use the Framework’s five Functions to analyze its entire risk management portfolio; that analysis may or may not rely on more detailed companion guidance, such as controls catalogs. There sometimes is discussion about “compliance” with the Framework, and the Framework has utility as a structure and language for organizing and expressing compliance with an organization’s own cybersecurity requirements. Nevertheless, the variety of ways in which the Framework can be used by an organization means that phrases like “compliance with the Framework” can be confusing and mean something very different to various stakeholders.

The Framework complements, and does not replace, an organization’s risk management process and cybersecurity program. The organization can use its current processes and leverage the Framework to identify opportunities to strengthen and communicate its management of cybersecurity risk while aligning with industry practices. Alternatively, an organization without an existing cybersecurity program can use the Framework as a reference to establish one.

While the Framework has been developed to improve cybersecurity risk management as it relates to critical infrastructure, it can be used by organizations in any sector of the economy or society. It is intended to be useful to companies, government agencies, and not-for-profit organizations regardless of their focus or size. The common taxonomy of standards, guidelines, and practices that it provides also is not country-specific. Organizations outside the United States may also use the Framework to strengthen their own cybersecurity efforts, and the Framework can contribute to developing a common language for international cooperation on critical infrastructure cybersecurity.

1.1 Overview of the Framework

The Framework is a risk-based approach to managing cybersecurity risk, and is composed of three parts: the Framework Core, the Framework Implementation Tiers, and the Framework Profiles. Each Framework component reinforces the connection between business/mission drivers and cybersecurity activities. These components are explained below.

- **The Framework Core** is a set of cybersecurity activities, desired outcomes, and applicable references that are common across critical infrastructure sectors. The Core presents industry standards, guidelines, and practices in a manner that allows for communication of cybersecurity activities and outcomes across the organization from the executive level to the implementation/operations level. The Framework Core consists of five concurrent and continuous Functions—Identify, Protect, Detect, Respond, Recover. When considered together, these Functions provide a high-level, strategic view of the lifecycle of an organization’s management of cybersecurity risk. The Framework Core then identifies underlying key Categories and Subcategories – which are discrete outcomes – for each Function, and matches them with example Informative References such as existing standards, guidelines, and practices for each Subcategory.

- **Framework Implementation Tiers** (“Tiers”) provide context on how an organization views cybersecurity risk and the processes in place to manage that risk. Tiers describe the degree to which an organization’s cybersecurity risk management practices exhibit the
characteristics defined in the Framework (e.g., risk and threat aware, repeatable, and adaptive). The Tiers characterize an organization’s practices over a range, from Partial (Tier 1) to Adaptive (Tier 4). These Tiers reflect a progression from informal, reactive responses to approaches that are agile and risk-informed. During the Tier selection process, an organization should consider its current risk management practices, threat environment, legal and regulatory requirements, business/mission objectives, and organizational constraints.

- A **Framework Profile** (“Profile”) represents the outcomes based on business needs that an organization has selected from the Framework Categories and Subcategories. The Profile can be characterized as the alignment of standards, guidelines, and practices to the Framework Core in a particular implementation scenario. Profiles can be used to identify opportunities for improving cybersecurity posture by comparing a “Current” Profile (the “as is” state) with a “Target” Profile (the “to be” state). To develop a Profile, an organization can review all of the Categories and Subcategories and, based on business/mission drivers and a risk assessment, determine which are most important; it can add Categories and Subcategories as needed to address the organization’s risks. The Current Profile can then be used to support prioritization and measurement of progress toward the Target Profile, while factoring in other business needs including cost-effectiveness and innovation. Profiles can be used to conduct self-assessments and communicate within an organization or between organizations.

### 1.2 Risk Management and the Cybersecurity Framework

Risk management is the ongoing process of identifying, assessing, and responding to risk. To manage risk, organizations should understand the likelihood that an event will occur and the potential resulting impacts. With this information, organizations can determine the acceptable level of risk for achieving their organizational objectives and can express this as their risk tolerance.

With an understanding of risk tolerance, organizations can prioritize cybersecurity activities, enabling organizations to make informed decisions about cybersecurity expenditures. Implementation of risk management programs offers organizations the ability to quantify and communicate adjustments to their cybersecurity programs. Organizations may choose to handle risk in different ways, including mitigating the risk, transferring the risk, avoiding the risk, or accepting the risk, depending on the potential impact to the delivery of critical services. The Framework uses risk management processes to enable organizations to inform and prioritize decisions regarding cybersecurity. It supports recurring risk assessments and validation of business drivers to help organizations select target states for cybersecurity activities that reflect desired outcomes. Thus, the Framework gives organizations the ability to dynamically select and direct improvement in cybersecurity risk management for the IT and ICS environments.

The Framework is adaptive to provide a flexible and risk-based implementation that can be used with a broad array of cybersecurity risk management processes. Examples of cybersecurity risk management processes include International Organization for Standardization (ISO)
1.3 Document Overview

The remainder of this document contains the following sections and appendices:

- Section 2 describes the Framework components: the Framework Core, the Tiers, and the Profiles.
- Section 3 presents examples of how the Framework can be used.
- Section 4 describes how to use the Framework for self-assessing and demonstrating cybersecurity through measurements.
- Appendix A presents the Framework Core in a tabular format: the Functions, Categories, Subcategories, and Informative References.
- Appendix B contains a glossary of selected terms.
- Appendix C lists acronyms used in this document.
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2.0 Framework Basics

The Framework provides a common language for understanding, managing, and expressing cybersecurity risk to internal and external stakeholders. It can be used to help identify and prioritize actions for reducing cybersecurity risk, and it is a tool for aligning policy, business, and technological approaches to managing that risk. It can be used to manage cybersecurity risk across entire organizations or it can be focused on the delivery of critical services within an organization. Different types of entities – including sector coordinating structures, associations, and organizations – can use the Framework for different purposes, including the creation of common Profiles.

2.1 Framework Core

The Framework Core provides a set of activities to achieve specific cybersecurity outcomes, and references examples of guidance to achieve those outcomes. The Core is not a checklist of actions to perform. It presents key cybersecurity outcomes identified by stakeholders as helpful in managing cybersecurity risk. The Core comprises four elements: Functions, Categories, Subcategories, and Informative References, depicted in Figure 1:

![Figure 1: Framework Core Structure](image)

The Framework Core elements work together as follows:

- **Functions** organize basic cybersecurity activities at their highest level. These Functions are Identify, Protect, Detect, Respond, and Recover. They aid an organization in expressing its management of cybersecurity risk by organizing information, enabling risk management decisions, addressing threats, and improving by learning from previous activities. The Functions also align with existing methodologies for incident management and help show the impact of investments in cybersecurity. For example, investments in planning and exercises support timely response and recovery actions, resulting in reduced impact to the delivery of services.
• **Categories** are the subdivisions of a Function into groups of cybersecurity outcomes closely tied to programmatic needs and particular activities. Examples of Categories include “Asset Management,” “Identity Management and Access Control,” and “Detection Processes.”

• **Subcategories** further divide a Category into specific outcomes of technical and/or management activities. They provide a set of results that, while not exhaustive, help support achievement of the outcomes in each Category. Examples of Subcategories include “External information systems are catalogued,” “Data-at-rest is protected,” and “Notifications from detection systems are investigated.”

• **Informative References** are specific sections of standards, guidelines, and practices common among critical infrastructure sectors that illustrate a method to achieve the outcomes associated with each Subcategory. The Informative References presented in the Framework Core are illustrative and not exhaustive. They are based upon cross-sector guidance most frequently referenced during the Framework development process.

The five Framework Core Functions are defined below. These Functions are not intended to form a serial path or lead to a static desired end state. Rather, the Functions should be performed concurrently and continuously to form an operational culture that addresses the dynamic cybersecurity risk. See Appendix A for the complete Framework Core listing.

• **Identify** – Develop an organizational understanding to manage cybersecurity risk to systems, people, assets, data, and capabilities.

  The activities in the Identify Function are foundational for effective use of the Framework. Understanding the business context, the resources that support critical functions, and the related cybersecurity risks enables an organization to focus and prioritize its efforts, consistent with its risk management strategy and business needs. Examples of outcome Categories within this Function include: Asset Management; Business Environment; Governance; Risk Assessment; and Risk Management Strategy.

• **Protect** – Develop and implement appropriate safeguards to ensure delivery of critical services.

  The Protect Function supports the ability to limit or contain the impact of a potential cybersecurity event. Examples of outcome Categories within this Function include: Identity Management and Access Control; Awareness and Training; Data Security; Information Protection Processes and Procedures; Maintenance; and Protective Technology.

• **Detect** – Develop and implement appropriate activities to identify the occurrence of a cybersecurity event.

  The Detect Function enables timely discovery of cybersecurity events. Examples of outcome Categories within this Function include: Anomalies and Events; Security Continuous Monitoring; and Detection Processes.
- **Respond** – Develop and implement appropriate activities to take action regarding a detected cybersecurity incident.

  The Respond Function supports the ability to contain the impact of a potential cybersecurity incident. Examples of outcome Categories within this Function include: Response Planning; Communications; Analysis; Mitigation; and Improvements.

- **Recover** – Develop and implement appropriate activities to maintain plans for resilience and to restore any capabilities or services that were impaired due to a cybersecurity incident.

  The Recover Function supports timely recovery to normal operations to reduce the impact from a cybersecurity incident. Examples of outcome Categories within this Function include: Recovery Planning; Improvements; and Communications.

### 2.2 Framework Implementation Tiers

The Framework Implementation Tiers (“Tiers”) provide context on how an organization views cybersecurity risk and the processes in place to manage that risk. Ranging from Partial (Tier 1) to Adaptive (Tier 4), Tiers describe an increasing degree of rigor and sophistication in cybersecurity risk management practices. They help determine the extent to which cybersecurity risk management is informed by business needs and is integrated into an organization’s overall risk management practices. Risk management considerations include many aspects of cybersecurity, including the degree to which privacy and civil liberties considerations are integrated into an organization’s management of cybersecurity risk and potential risk responses.

The Tier selection process considers an organization’s current risk management practices, threat environment, legal and regulatory requirements, information sharing practices, business/mission objectives, supply chain cybersecurity requirements, and organizational constraints. Organizations should determine the desired Tier, ensuring that the selected level meets the organizational goals, is feasible to implement, and reduces cybersecurity risk to critical assets and resources to levels acceptable to the organization. Organizations should consider leveraging external guidance obtained from Federal government departments and agencies, Information Sharing and Analysis Centers (ISACs), Information Sharing and Analysis Organizations (ISAOs), existing maturity models, or other sources to assist in determining their desired tier.

While organizations identified as Tier 1 (Partial) are encouraged to consider moving toward Tier 2 or greater, Tiers do not represent maturity levels. Tiers are meant to support organizational decision making about how to manage cybersecurity risk, as well as which dimensions of the organization are higher priority and could receive additional resources. Progression to higher Tiers is encouraged when a cost-benefit analysis indicates a feasible and cost-effective reduction of cybersecurity risk.
Successful implementation of the Framework is based upon achieving the outcomes described in the organization’s Target Profile(s) and not upon Tier determination. Still, Tier selection and designation naturally affect Framework Profiles. The Tier recommendation by Business/Process Level managers, as approved by the Senior Executive Level, will help set the overall tone for how cybersecurity risk will be managed within the organization, and should influence prioritization within a Target Profile and assessments of progress in addressing gaps.

The Tier definitions are as follows:

**Tier 1: Partial**

- *Risk Management Process* – Organizational cybersecurity risk management practices are not formalized, and risk is managed in an *ad hoc* and sometimes reactive manner. Prioritization of cybersecurity activities may not be directly informed by organizational risk objectives, the threat environment, or business/mission requirements.

- *Integrated Risk Management Program* – There is limited awareness of cybersecurity risk at the organizational level. The organization implements cybersecurity risk management on an irregular, case-by-case basis due to varied experience or information gained from outside sources. The organization may not have processes that enable cybersecurity information to be shared within the organization.

- *External Participation* – The organization does not understand its role in the larger ecosystem with respect to either its dependencies or dependents. The organization does not collaborate with or receive information (e.g., threat intelligence, best practices, technologies) from other entities (e.g., buyers, suppliers, dependencies, dependents, ISAOs, researchers, governments), nor does it share information. The organization is generally unaware of the cyber supply chain risks of the products and services it provides and that it uses.

**Tier 2: Risk Informed**

- *Risk Management Process* – Risk management practices are approved by management but may not be established as organizational-wide policy. Prioritization of cybersecurity activities and protection needs is directly informed by organizational risk objectives, the threat environment, or business/mission requirements.

- *Integrated Risk Management Program* – There is an awareness of cybersecurity risk at the organizational level, but an organization-wide approach to managing cybersecurity risk has not been established. Cybersecurity information is shared within the organization on an informal basis. Consideration of cybersecurity in organizational objectives and programs may occur at some but not all levels of the organization. Cyber risk assessment of organizational and external assets occurs, but is not typically repeatable or reoccurring.

- *External Participation* – Generally, the organization understands its role in the larger ecosystem with respect to either its own dependencies or dependents, but not both. The organization collaborates with and receives some information from other entities and generates some of its own information, but may not share information with others. Additionally, the organization is aware of the cyber supply chain risks associated with the products and services it provides and uses, but does not act consistently or formally upon those risks.
Tier 3: Repeatable

- **Risk Management Process** – The organization’s risk management practices are formally approved and expressed as policy. Organizational cybersecurity practices are regularly updated based on the application of risk management processes to changes in business/mission requirements and a changing threat and technology landscape.

- **Integrated Risk Management Program** – There is an organization-wide approach to manage cybersecurity risk. Risk-informed policies, processes, and procedures are defined, implemented as intended, and reviewed. Consistent methods are in place to respond effectively to changes in risk. Personnel possess the knowledge and skills to perform their appointed roles and responsibilities. The organization consistently and accurately monitors cybersecurity risk of organizational assets. Senior cybersecurity and non-cybersecurity executives communicate regularly regarding cybersecurity risk. Senior executives ensure consideration of cybersecurity through all lines of operation in the organization.

- **External Participation** - The organization understands its role, dependencies, and dependents in the larger ecosystem and may contribute to the community’s broader understanding of risks. It collaborates with and receives information from other entities regularly that complements internally generated information, and shares information with other entities. The organization is aware of the cyber supply chain risks associated with the products and services it provides and that it uses. Additionally, it usually acts formally upon those risks, including mechanisms such as written agreements to communicate baseline requirements, governance structures (e.g., risk councils), and policy implementation and monitoring.

Tier 4: Adaptive

- **Risk Management Process** – The organization adapts its cybersecurity practices based on previous and current cybersecurity activities, including lessons learned and predictive indicators. Through a process of continuous improvement incorporating advanced cybersecurity technologies and practices, the organization actively adapts to a changing threat and technology landscape and responds in a timely and effective manner to evolving, sophisticated threats.

- **Integrated Risk Management Program** – There is an organization-wide approach to managing cybersecurity risk that uses risk-informed policies, processes, and procedures to address potential cybersecurity events. The relationship between cybersecurity risk and organizational objectives is clearly understood and considered when making decisions. Senior executives monitor cybersecurity risk in the same context as financial risk and other organizational risks. The organizational budget is based on an understanding of the current and predicted risk environment and risk tolerance. Business units implement executive vision and analyze system-level risks in the context of the organizational risk tolerances. Cybersecurity risk management is part of the organizational culture and evolves from an awareness of previous activities and continuous awareness of activities on their systems and networks. The organization can quickly and efficiently account for changes to business/mission objectives in how risk is approached and communicated.
• **External Participation** - The organization understands its role, dependencies, and dependents in the larger ecosystem and contributes to the community’s broader understanding of risks. It receives, generates, and reviews prioritized information that informs continuous analysis of its risks as the threat and technology landscapes evolve. The organization shares that information internally and externally with other collaborators. The organization uses real-time or near real-time information to understand and consistently act upon cyber supply chain risks associated with the products and services it provides and that it uses. Additionally, it communicates proactively, using formal (e.g. agreements) and informal mechanisms to develop and maintain strong supply chain relationships.

### 2.3 Framework Profile

The Framework Profile (“Profile”) is the alignment of the Functions, Categories, and Subcategories with the business requirements, risk tolerance, and resources of the organization. A Profile enables organizations to establish a roadmap for reducing cybersecurity risk that is well aligned with organizational and sector goals, considers legal/regulatory requirements and industry best practices, and reflects risk management priorities. Given the complexity of many organizations, they may choose to have multiple profiles, aligned with particular components and recognizing their individual needs.

Framework Profiles can be used to describe the current state or the desired target state of specific cybersecurity activities. The Current Profile indicates the cybersecurity outcomes that are currently being achieved. The Target Profile indicates the outcomes needed to achieve the desired cybersecurity risk management goals. Profiles support business/mission requirements and aid in communicating risk within and between organizations. This Framework does not prescribe Profile templates, allowing for flexibility in implementation.

Comparison of Profiles (e.g., the Current Profile and Target Profile) may reveal gaps to be addressed to meet cybersecurity risk management objectives. An action plan to address these gaps to fulfill a given Category or Subcategory can contribute to the roadmap described above. Prioritizing the mitigation of gaps is driven by the organization’s business needs and risk management processes. This risk-based approach enables an organization to gauge the resources needed (e.g., staffing, funding) to achieve cybersecurity goals in a cost-effective, prioritized manner. Furthermore, the Framework is a risk-based approach where the applicability and fulfillment of a given Subcategory is subject to the Profile’s scope.
2.4 Coordination of Framework Implementation

Figure 2 describes a common flow of information and decisions at the following levels within an organization:

- Executive
- Business/Process
- Implementation/Operations

The executive level communicates the mission priorities, available resources, and overall risk tolerance to the business/process level. The business/process level uses the information as inputs into the risk management process, and then collaborates with the implementation/operations level to communicate business needs and create a Profile. The implementation/operations level communicates the Profile implementation progress to the business/process level. The business/process level uses this information to perform an impact assessment. Business/process level management reports the outcomes of that impact assessment to the executive level to inform the organization’s overall risk management process and to the implementation/operations level for awareness of business impact.
3.0 How to Use the Framework

An organization can use the Framework as a key part of its systematic process for identifying, assessing, and managing cybersecurity risk. The Framework is not designed to replace existing processes; an organization can use its current process and overlay it onto the Framework to determine gaps in its current cybersecurity risk approach and develop a roadmap to improvement. Using the Framework as a cybersecurity risk management tool, an organization can determine activities that are most important to critical service delivery and prioritize expenditures to maximize the impact of the investment.

The Framework is designed to complement existing business and cybersecurity operations. It can serve as the foundation for a new cybersecurity program or a mechanism for improving an existing program. The Framework provides a means of expressing cybersecurity requirements to business partners and customers and can help identify gaps in an organization’s cybersecurity practices. It also provides a general set of considerations and processes for considering privacy and civil liberties implications in the context of a cybersecurity program.

The Framework can be applied throughout the life cycle phases of plan, design, build/buy, deploy, operate, and decommission. The plan phase begins the cycle of any system and lays the groundwork for everything that follows. Overarching cybersecurity considerations should be declared and described as clearly as possible. The plan should recognize that those considerations and requirements are likely to evolve during the remainder of the life cycle. The design phase should account for cybersecurity requirements as a part of a larger multi-disciplinary systems engineering process. A key milestone of the design phase is validation that the system cybersecurity specifications match the needs and risk disposition of the organization as captured in a Framework Profile. The desired cybersecurity outcomes prioritized in a Target Profile should be incorporated when a) developing the system during the build phase and b) purchasing or outsourcing the system during the buy phase. That same Target Profile serves as a list of system cybersecurity features that should be assessed when deploying the system to verify all features are implemented. The cybersecurity outcomes determined by using the Framework then should serve as a basis for ongoing operation of the system. This includes occasional reassessment, capturing results in a Current Profile, to verify that cybersecurity requirements are still fulfilled. Typically, a complex web of dependencies (e.g., compensating and common controls) among systems means the outcomes documented in Target Profiles of related systems should be carefully considered as systems are decommissioned.

The following sections present different ways in which organizations can use the Framework.

3.1 Basic Review of Cybersecurity Practices

The Framework can be used to compare an organization’s current cybersecurity activities with those outlined in the Framework Core. Through the creation of a Current Profile, organizations can examine the extent to which they are achieving the outcomes described in the Core Categories and Subcategories, aligned with the five high-level Functions: Identify, Protect, Detect, Respond, and Recover. An organization may find that it is already achieving the desired
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outcomes, thus managing cybersecurity commensurate with the known risk. Alternatively, an organization may determine that it has opportunities to (or needs to) improve. The organization can use that information to develop an action plan to strengthen existing cybersecurity practices and reduce cybersecurity risk. An organization may also find that it is overinvesting to achieve certain outcomes. The organization can use this information to reprioritize resources.

While they do not replace a risk management process, these five high-level Functions will provide a concise way for senior executives and others to distill the fundamental concepts of cybersecurity risk so that they can assess how identified risks are managed, and how their organization stacks up at a high level against existing cybersecurity standards, guidelines, and practices. The Framework can also help an organization answer fundamental questions, including “How are we doing?” Then they can move in a more informed way to strengthen their cybersecurity practices where and when deemed necessary.

3.2 Establishing or Improving a Cybersecurity Program

The following steps illustrate how an organization could use the Framework to create a new cybersecurity program or improve an existing program. These steps should be repeated as necessary to continuously improve cybersecurity.

**Step 1: Prioritize and Scope.** The organization identifies its business/mission objectives and high-level organizational priorities. With this information, the organization makes strategic decisions regarding cybersecurity implementations and determines the scope of systems and assets that support the selected business line or process. The Framework can be adapted to support the different business lines or processes within an organization, which may have different business needs and associated risk tolerance. Risk tolerances may be reflected in a target Implementation Tier.

**Step 2: Orient.** Once the scope of the cybersecurity program has been determined for the business line or process, the organization identifies related systems and assets, regulatory requirements, and overall risk approach. The organization then consults sources to identify threats and vulnerabilities applicable to those systems and assets.

**Step 3: Create a Current Profile.** The organization develops a Current Profile by indicating which Category and Subcategory outcomes from the Framework Core are currently being achieved. If an outcome is partially achieved, noting this fact will help support subsequent steps by providing baseline information.

**Step 4: Conduct a Risk Assessment.** This assessment could be guided by the organization’s overall risk management process or previous risk assessment activities. The organization analyzes the operational environment in order to discern the likelihood of a cybersecurity event and the impact that the event could have on the organization. It is important that organizations identify emerging risks and use cyber threat information from internal and external sources to gain a better understanding of the likelihood and impact of cybersecurity events.

**Step 5: Create a Target Profile.** The organization creates a Target Profile that focuses on the assessment of the Framework Categories and Subcategories describing the organization’s desired cybersecurity outcomes. Organizations also may develop their own additional Categories and
Subcategories to account for unique organizational risks. The organization may also consider influences and requirements of external stakeholders such as sector entities, customers, and business partners when creating a Target Profile. The Target Profile should appropriately reflect criteria within the target Implementation Tier.

**Step 6: Determine, Analyze, and Prioritize Gaps.** The organization compares the Current Profile and the Target Profile to determine gaps. Next, it creates a prioritized action plan to address gaps – reflecting mission drivers, costs and benefits, and risks – to achieve the outcomes in the Target Profile. The organization then determines resources, including funding and workforce, necessary to address the gaps. Using Profiles in this manner encourages the organization to make informed decisions about cybersecurity activities, supports risk management, and enables the organization to perform cost-effective, targeted improvements.

**Step 7: Implement Action Plan.** The organization determines which actions to take to address the gaps, if any, identified in the previous step and then adjusts its current cybersecurity practices in order to achieve the Target Profile. For further guidance, the Framework identifies example Informative References regarding the Categories and Subcategories, but organizations should determine which standards, guidelines, and practices, including those that are sector specific, work best for their needs.

An organization repeats the steps as needed to continuously assess and improve its cybersecurity. For instance, organizations may find that more frequent repetition of the orient step improves the quality of risk assessments. Furthermore, organizations may monitor progress through iterative updates to the Current Profile, subsequently comparing the Current Profile to the Target Profile. Organizations may also use this process to align their cybersecurity program with their desired Framework Implementation Tier.

### 3.3 Communicating Cybersecurity Requirements with Stakeholders

The Framework provides a common language to communicate requirements among interdependent stakeholders responsible for the delivery of essential critical infrastructure products and services. Examples include:

- An organization may use a Target Profile to express cybersecurity risk management requirements to an external service provider (e.g., a cloud provider to which it is exporting data).
- An organization may express its cybersecurity state through a Current Profile to report results or to compare with acquisition requirements.
- A critical infrastructure owner/operator, having identified an external partner on whom that infrastructure depends, may use a Target Profile to convey required Categories and Subcategories.
- A critical infrastructure sector may establish a Target Profile that can be used among its constituents as an initial baseline Profile to build their tailored Target Profiles.
- An organization can better manage cybersecurity risk among stakeholders by assessing their position in the critical infrastructure and the broader digital economy using Implementation Tiers.

Communication is especially important among stakeholders up and down supply chains. Supply chains are complex, globally distributed, and interconnected sets of resources and processes.
between multiple levels of organizations. Supply chains begin with the sourcing of products and services and extend from the design, development, manufacturing, processing, handling, and delivery of products and services to the end user. Given these complex and interconnected relationships, supply chain risk management (SCRM) is a critical organizational function.\footnote{Communicating Cybersecurity Requirements (Section 3.3) and Buying Decisions (Section 3.4) address only two uses of the Framework for cyber SCRM and are not intended to address cyber SCRM comprehensively.}

Cyber SCRM is the set of activities necessary to manage cybersecurity risk associated with external parties. More specifically, cyber SCRM addresses both the cybersecurity effect an organization has on external parties and the cybersecurity effect external parties have on an organization.

A primary objective of cyber SCRM is to identify, assess, and mitigate “products and services that may contain potentially malicious functionality, are counterfeit, or are vulnerable due to poor manufacturing and development practices within the cyber supply chain\footnote{NIST Special Publication 800-161, \textit{Supply Chain Risk Management Practices for Federal Information Systems and Organizations}, Boyens et al, April 2015, \url{https://doi.org/10.6028/NIST.SP.800-161}}.” Cyber SCRM activities may include:

- Determining cybersecurity requirements for suppliers,
- Enacting cybersecurity requirements through formal agreement (e.g., contracts),
- Communicating to suppliers how those cybersecurity requirements will be verified and validated,
- Verifying that cybersecurity requirements are met through a variety of assessment methodologies, and
- Governing and managing the above activities.

As depicted in Figure 3, cyber SCRM encompasses technology suppliers and buyers, as well as non-technology suppliers and buyers, where technology is minimally composed of information technology (IT), industrial control systems (ICS), cyber-physical systems (CPS), and connected devices more generally, including the Internet of Things (IoT). Figure 3 depicts an organization at a single point in time. However, through the normal course of business operations, most organizations will be both an upstream supplier and downstream buyer in relation to other organizations or end users.
The parties described in Figure 3 comprise an organization’s cybersecurity ecosystem. These relationships highlight the crucial role of cyber SCRM in addressing cybersecurity risk in critical infrastructure and the broader digital economy. These relationships, the products and services they provide, and the risks they present should be identified and factored into the protective and detective capabilities of organizations, as well as their response and recovery protocols.

In the figure above, “Buyer” refers to the downstream people or organizations that consume a given product or service from an organization, including both for-profit and not-for-profit organizations. “Supplier” encompasses upstream product and service providers that are used for an organization’s internal purposes (e.g., IT infrastructure) or integrated into the products or services provided to the Buyer. These terms are applicable for both technology-based and non-technology-based products and services.

Whether considering individual Subcategories of the Core or the comprehensive considerations of a Profile, the Framework offers organizations and their partners a method to help ensure the new product or service meets critical security outcomes. By first selecting outcomes that are relevant to the context (e.g., transmission of Personally Identifiable Information (PII), mission critical service delivery, data verification services, product or service integrity) the organization then can evaluate partners against those criteria. For example, if a system is being purchased that will monitor Operational Technology (OT) for anomalous network communication, availability may be a particularly important cybersecurity objective to achieve and should drive a Technology Supplier evaluation against applicable Subcategories (e.g., ID.BE-4, ID.SC-3, ID.SC-4, ID.SC-5, PR.DS-4, PR.DS-6, PR.DS-7, PR.DS-8, PR.IP-1, DE.AE-5).
3.4 Buying Decisions

Since a Framework Target Profile is a prioritized list of organizational cybersecurity requirements, Target Profiles can be used to inform decisions about buying products and services. This transaction varies from Communicating Cybersecurity Requirements with Stakeholders (addressed in Section 3.3) in that it may not be possible to impose a set of cybersecurity requirements on the supplier. The objective should be to make the best buying decision among multiple suppliers, given a carefully determined list of cybersecurity requirements. Often, this means some degree of trade-off, comparing multiple products or services with known gaps to the Target Profile.

Once a product or service is purchased, the Profile also can be used to track and address residual cybersecurity risk. For example, if the service or product purchased did not meet all the objectives described in the Target Profile, the organization can address the residual risk through other management actions. The Profile also provides the organization a method for assessing if the product meets cybersecurity outcomes through periodic review and testing mechanisms.

3.5 Identifying Opportunities for New or Revised Informative References

The Framework can be used to identify opportunities for new or revised standards, guidelines, or practices where additional Informative References would help organizations address emerging needs. An organization implementing a given Subcategory, or developing a new Subcategory, might discover that there are few Informative References, if any, for a related activity. To address that need, the organization might collaborate with technology leaders and/or standards bodies to draft, develop, and coordinate standards, guidelines, or practices.

3.6 Methodology to Protect Privacy and Civil Liberties

This section describes a methodology to address individual privacy and civil liberties implications that may result from cybersecurity. This methodology is intended to be a general set of considerations and processes since privacy and civil liberties implications may differ by sector or over time and organizations may address these considerations and processes with a range of technical implementations. Nonetheless, not all activities in a cybersecurity program engender privacy and civil liberties considerations. Technical privacy standards, guidelines, and additional best practices may need to be developed to support improved technical implementations.

Privacy and cybersecurity have a strong connection. An organization’s cybersecurity activities also can create risks to privacy and civil liberties when personal information is used, collected, processed, maintained, or disclosed. Some examples include: cybersecurity activities that result in the over-collection or over-retention of personal information; disclosure or use of personal information unrelated to cybersecurity activities; and cybersecurity mitigation activities that result in denial of service or other similar potentially adverse impacts, including some types of incident detection or monitoring that may inhibit freedom of expression or association.

The government and its agents have a responsibility to protect civil liberties arising from cybersecurity activities. As referenced in the methodology below, government or its agents that own or operate critical infrastructure should have a process in place to support compliance of cybersecurity activities with applicable privacy laws, regulations, and Constitutional requirements.
To address privacy implications, organizations may consider how their cybersecurity program might incorporate privacy principles such as: data minimization in the collection, disclosure, and retention of personal information material related to the cybersecurity incident; use limitations outside of cybersecurity activities on any information collected specifically for cybersecurity activities; transparency for certain cybersecurity activities; individual consent and redress for adverse impacts arising from use of personal information in cybersecurity activities; data quality, integrity, and security; and accountability and auditing.

As organizations assess the Framework Core in Appendix A, the following processes and activities may be considered as a means to address the above-referenced privacy and civil liberties implications:

**Governance of cybersecurity risk**

- An organization’s assessment of cybersecurity risk and potential risk responses considers the privacy implications of its cybersecurity program.
- Individuals with cybersecurity-related privacy responsibilities report to appropriate management and are appropriately trained.
- Process is in place to support compliance of cybersecurity activities with applicable privacy laws, regulations, and Constitutional requirements.
- Process is in place to assess implementation of the above organizational measures and controls.

**Approaches to identifying, authenticating, and authorizing individuals to access organizational assets and systems**

- Steps are taken to identify and address the privacy implications of identity management and access control measures to the extent that they involve collection, disclosure, or use of personal information.

**Awareness and training measures**

- Applicable information from organizational privacy policies is included in cybersecurity workforce training and awareness activities.
- Service providers that provide cybersecurity-related services for the organization are informed about the organization’s applicable privacy policies.

**Anomalous activity detection and system and assets monitoring**

- Process is in place to conduct a privacy review of an organization’s anomalous activity detection and cybersecurity monitoring.

**Response activities, including information sharing or other mitigation efforts**

- Process is in place to assess and address whether, when, how, and the extent to which personal information is shared outside the organization as part of cybersecurity information sharing activities.
- Process is in place to conduct a privacy review of an organization’s cybersecurity mitigation efforts.
4.0 Self-Assessing Cybersecurity Risk with the Framework

The Cybersecurity Framework is designed to reduce risk by improving the management of cybersecurity risk to organizational objectives. Ideally, organizations using the Framework will be able to measure and assign values to their risk along with the cost and benefits of steps taken to reduce risk to acceptable levels. The better an organization is able to measure its risk, costs, and benefits of cybersecurity strategies and steps, the more rational, effective, and valuable its cybersecurity approach and investments will be.

Over time, self-assessment and measurement should improve decision making about investment priorities. For example, measuring – or at least robustly characterizing – aspects of an organization’s cybersecurity state and trends over time can enable that organization to understand and convey meaningful risk information to dependents, suppliers, buyers, and other parties. An organization can accomplish this internally or by seeking a third-party assessment. If done properly and with an appreciation of limitations, these measurements can provide a basis for strong trusted relationships, both inside and outside of an organization.

To examine the effectiveness of investments, an organization must first have a clear understanding of its organizational objectives, the relationship between those objectives and supportive cybersecurity outcomes, and how those discrete cybersecurity outcomes are implemented and managed. While measurements of all those items is beyond the scope of the Framework, the cybersecurity outcomes of the Framework Core support self-assessment of investment effectiveness and cybersecurity activities in the following ways:

- Making choices about how different portions of the cybersecurity operation should influence the selection of Target Implementation Tiers,
- Evaluating the organization’s approach to cybersecurity risk management by determining Current Implementation Tiers,
- Prioritizing cybersecurity outcomes by developing Target Profiles,
- Determining the degree to which specific cybersecurity steps achieve desired cybersecurity outcomes by assessing Current Profiles, and
- Measuring the degree of implementation for controls catalogs or technical guidance listed as Informative References.

The development of cybersecurity performance metrics is evolving. Organizations should be thoughtful, creative, and careful about the ways in which they employ measurements to optimize use, while avoiding reliance on artificial indicators of current state and progress in improving cybersecurity risk management. Judging cyber risk requires discipline and should be revisited periodically. Any time measurements are employed as part of the Framework process, organizations are encouraged to clearly identify and know why these measurements are important and how they will contribute to the overall management of cybersecurity risk. They also should be clear about the limitations of measurements that are used.

For example, tracking security measures and business outcomes may provide meaningful insight as to how changes in granular security controls affect the completion of organizational objectives. Verifying achievement of some organizational objectives requires analyzing the data only after that objective was to have been achieved. This type of lagging measure is more
absolute. However, it is often more valuable to predict whether a cybersecurity risk may occur, and the impact it might have, using a leading measure.

Organizations are encouraged to innovate and customize how they incorporate measurements into their application of the Framework with a full appreciation of their usefulness and limitations.
Appendix A: Framework Core

This appendix presents the Framework Core: a listing of Functions, Categories, Subcategories, and Informative References that describe specific cybersecurity activities that are common across all critical infrastructure sectors. The chosen presentation format for the Framework Core does not suggest a specific implementation order or imply a degree of importance of the Categories, Subcategories, and Informative References. The Framework Core presented in this appendix represents a common set of activities for managing cybersecurity risk. While the Framework is not exhaustive, it is extensible, allowing organizations, sectors, and other entities to use Subcategories and Informative References that are cost-effective and efficient and that enable them to manage their cybersecurity risk. Activities can be selected from the Framework Core during the Profile creation process and additional Categories, Subcategories, and Informative References may be added to the Profile. An organization’s risk management processes, legal/regulatory requirements, business/mission objectives, and organizational constraints guide the selection of these activities during Profile creation. Personal information is considered a component of data or assets referenced in the Categories when assessing security risks and protections.

While the intended outcomes identified in the Functions, Categories, and Subcategories are the same for IT and ICS, the operational environments and considerations for IT and ICS differ. ICS have a direct effect on the physical world, including potential risks to the health and safety of individuals, and impact on the environment. Additionally, ICS have unique performance and reliability requirements compared with IT, and the goals of safety and efficiency must be considered when implementing cybersecurity measures.

For ease of use, each component of the Framework Core is given a unique identifier. Functions and Categories each have a unique alphabetic identifier, as shown in Table 1. Subcategories within each Category are referenced numerically; the unique identifier for each Subcategory is included in Table 2.

Additional supporting material, including Informative References, relating to the Framework can be found on the NIST website at http://www.nist.gov/cyberframework/.
Table 1: Function and Category Unique Identifiers

<table>
<thead>
<tr>
<th>Function Unique Identifier</th>
<th>Function</th>
<th>Category Unique Identifier</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID</td>
<td>Identify</td>
<td>ID.AM</td>
<td>Asset Management</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ID.BE</td>
<td>Business Environment</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ID.GV</td>
<td>Governance</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ID.RA</td>
<td>Risk Assessment</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ID.RM</td>
<td>Risk Management Strategy</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ID.SC</td>
<td>Supply Chain Risk Management</td>
</tr>
<tr>
<td>PR</td>
<td>Protect</td>
<td>PR.AC</td>
<td>Identity Management and Access Control</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PR.AT</td>
<td>Awareness and Training</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PR.DS</td>
<td>Data Security</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PR.IP</td>
<td>Information Protection Processes and Procedures</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PR.MA</td>
<td>Maintenance</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PR.PT</td>
<td>Protective Technology</td>
</tr>
<tr>
<td>DE</td>
<td>Detect</td>
<td>DE.AE</td>
<td>Anomalies and Events</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DE.CM</td>
<td>Security Continuous Monitoring</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DE.DP</td>
<td>Detection Processes</td>
</tr>
<tr>
<td>RS</td>
<td>Respond</td>
<td>RS.RP</td>
<td>Response Planning</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RS.CO</td>
<td>Communications</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RS.AN</td>
<td>Analysis</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RS.MI</td>
<td>Mitigation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RS.IM</td>
<td>Improvements</td>
</tr>
<tr>
<td>RC</td>
<td>Recover</td>
<td>RC.RP</td>
<td>Recovery Planning</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RC.IM</td>
<td>Improvements</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RC.CO</td>
<td>Communications</td>
</tr>
</tbody>
</table>
### Table 2: Framework Core

<table>
<thead>
<tr>
<th>Function</th>
<th>Category</th>
<th>Subcategory</th>
<th>Informative References</th>
</tr>
</thead>
</table>
| IDENTIFY (ID) | Asset Management (ID.AM): The data, personnel, devices, systems, and facilities that enable the organization to achieve business purposes are identified and managed consistent with their relative importance to organizational objectives and the organization’s risk strategy. | ID.AM-1: Physical devices and systems within the organization are inventoried | CIS CSC 1  
COBIT 5 BAI09.01, BAI09.02  
ISA 62443-2-1:2009 4.2.3.4  
ISA 62443-3-3:2013 SR 7.8  
ISO/IEC 27001:2013 A.8.1.1, A.8.1.2  
NIST SP 800-53 Rev. 4 CM-8, PM-5 |
|          |          | ID.AM-2: Software platforms and applications within the organization are inventoried | CIS CSC 2  
COBIT 5 BAI09.01, BAI09.02, BAI09.05  
ISA 62443-2-1:2009 4.2.3.4  
ISA 62443-3-3:2013 SR 7.8  
ISO/IEC 27001:2013 A.8.1.1, A.8.1.2, A.12.5.1  
NIST SP 800-53 Rev. 4 CM-8, PM-5 |
|          |          | ID.AM-3: Organizational communication and data flows are mapped | CIS CSC 12  
COBIT 5 DSS05.02  
ISA 62443-2-1:2009 4.2.3.4  
ISO/IEC 27001:2013 A.13.2.1, A.13.2.2  
NIST SP 800-53 Rev. 4 AC-4, CA-3, CA-9, PL-8 |
|          |          | ID.AM-4: External information systems are catalogued | CIS CSC 12  
COBIT 5 APO02.02, APO10.04, DSS01.02  
ISO/IEC 27001:2013 A.11.2.6  
NIST SP 800-53 Rev. 4 AC-20, SA-9 |
|          |          | ID.AM-5: Resources (e.g., hardware, devices, data, time, personnel, and software) are prioritized based on their classification, criticality, and business value | CIS CSC 13, 14  
COBIT 5 APO03.03, APO03.04, APO12.01, BAI04.02, BAI09.02  
ISA 62443-2-1:2009 4.2.3.6  
ISO/IEC 27001:2013 A.8.2.1  
NIST SP 800-53 Rev. 4 CP-2, RA-2, SA-14, SC-6 |
|          |          | ID.AM-6: Cybersecurity roles and responsibilities for the entire workforce and | CIS CSC 17, 19  
COBIT 5 APO01.02, APO07.06, APO13.01, DSS06.03 |
<table>
<thead>
<tr>
<th>Function</th>
<th>Category</th>
<th>Subcategory</th>
<th>Informative References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Business Environment (ID.BE):</strong>&lt;br&gt;The organization’s mission, objectives, stakeholders, and activities are understood and prioritized; this information is used to inform cybersecurity roles, responsibilities, and risk management decisions.</td>
<td>ID.BE-1: The organization’s role in the supply chain is identified and communicated</td>
<td>ISA 62443-2-1:2009 4.3.2.3.3&lt;br&gt;ISO/IEC 27001:2013 A.6.1.1&lt;br&gt;NIST SP 800-53 Rev. 4 CP-2, PS-7, PM-11</td>
<td>&lt;br&gt;COBIT 5 APO08.01, APO08.04, APO08.05, APO10.03, APO10.04, APO10.05&lt;br&gt;ISO/IEC 27001:2013 A.15.1.1, A.15.1.2, A.15.1.3, A.15.2.1, A.15.2.2&lt;br&gt;NIST SP 800-53 Rev. 4 CP-2, SA-12</td>
</tr>
<tr>
<td>ID.BE-2: The organization’s place in critical infrastructure and its industry sector is identified and communicated</td>
<td></td>
<td>COBIT 5 APO02.06, APO03.01&lt;br&gt;ISO/IEC 27001:2013 Clause 4.1&lt;br&gt;NIST SP 800-53 Rev. 4 PM-8</td>
<td>&lt;br&gt;ISO/IEC 27001:2013 Clause 4.1&lt;br&gt;NIST SP 800-53 Rev. 4 PM-11, SA-14</td>
</tr>
<tr>
<td>ID.BE-3: Priorities for organizational mission, objectives, and activities are established and communicated</td>
<td></td>
<td>COBIT 5 APO02.01, APO02.06, APO03.01&lt;br&gt;ISA 62443-2-1:2009 4.2.2.1, 4.2.3.6&lt;br&gt;NIST SP 800-53 Rev. 4 PM-11, SA-14</td>
<td>&lt;br&gt;NIST SP 800-53 Rev. 4 CP-8, PE-9, PE-11, PM-8, SA-14</td>
</tr>
<tr>
<td>ID.BE-4: Dependencies and critical functions for delivery of critical services are established</td>
<td></td>
<td>COBIT 5 APO10.01, BAI04.02, BAI09.02&lt;br&gt;ISO/IEC 27001:2013 A.11.2.2, A.11.2.3, A.12.1.3&lt;br&gt;NIST SP 800-53 Rev. 4 CP-2, CP-11, SA-13, SA-14</td>
<td>&lt;br&gt;NIST SP 800-53 Rev. 4 CP-2, CP-11, SA-13, SA-14</td>
</tr>
<tr>
<td>ID.BE-5: Resilience requirements to support delivery of critical services are established for all operating states (e.g. under duress/attack, during recovery, normal operations)</td>
<td></td>
<td>COBIT 5 BAI03.02, DSS04.02&lt;br&gt;ISO/IEC 27001:2013 A.11.1.4, A.17.1.1, A.17.1.2, A.17.2.1&lt;br&gt;NIST SP 800-53 Rev. 4 CP-2, CP-11, SA-13, SA-14</td>
<td>&lt;br&gt;NIST SP 800-53 Rev. 4 CP-2, CP-11, SA-13, SA-14</td>
</tr>
<tr>
<td><strong>Governance (ID.GV):</strong> The policies, procedures, and processes to manage and monitor the organization’s regulatory, legal, risk, environmental, and operational requirements are understood and inform the</td>
<td>ID.GV-1: Organizational cybersecurity policy is established and communicated</td>
<td>CIS CSC 19&lt;br&gt;COBIT 5 APO01.03, APO13.01, EDM01.01, EDM01.02&lt;br&gt;ISA 62443-2-1:2009 4.3.2.6&lt;br&gt;ISO/IEC 27001:2013 A.5.1.1&lt;br&gt;NIST SP 800-53 Rev. 4 -1 controls from all security control families</td>
<td></td>
</tr>
<tr>
<td>Function</td>
<td>Category</td>
<td>Subcategory</td>
<td>Informative References</td>
</tr>
<tr>
<td>----------</td>
<td>----------</td>
<td>-------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>management of cybersecurity risk.</td>
<td>ID.GV-2: Cybersecurity roles and responsibilities are coordinated and aligned with internal roles and external partners</td>
<td>CIS CSC 19  &lt;br&gt; COBIT 5 APO10.03, APO13.02, DSS05.04  &lt;br&gt; ISA 62443-2-1:2009 4.3.2.3.3  &lt;br&gt; ISO/IEC 27001:2013 A.6.1.1, A.7.2.1, A.15.1.1  &lt;br&gt; NIST SP 800-53 Rev. 4 PS-7, PM-1, PM-2</td>
<td></td>
</tr>
<tr>
<td>ID.GV-3: Legal and regulatory requirements regarding cybersecurity, including privacy and civil liberties obligations, are understood and managed</td>
<td>CIS CSC 19  &lt;br&gt; COBIT 5 BAI02.01, MEA03.01, MEA03.04  &lt;br&gt; ISA 62443-2-1:2009 4.4.3.7  &lt;br&gt; ISO/IEC 27001:2013 A.18.1.1, A.18.1.2, A.18.1.3, A.18.1.4, A.18.1.5  &lt;br&gt; NIST SP 800-53 Rev. 4 -1 controls from all security control families</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ID.GV-4: Governance and risk management processes address cybersecurity risks</td>
<td>COBIT 5 EDM03.02, APO12.02, APO12.05, DSS04.02  &lt;br&gt; ISA 62443-2-1:2009 4.2.3, 4.2.3.7, 4.2.3.9, 4.2.3.11, 4.3.2.4.3, 4.3.2.6.3  &lt;br&gt; ISO/IEC 27001:2013 Clause 6  &lt;br&gt; NIST SP 800-53 Rev. 4 SA-2, PM-3, PM-7, PM-9, PM-10, PM-11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Risk Assessment (ID.RA): The organization understands the cybersecurity risk to organizational operations (including mission, functions, image, or reputation), organizational assets, and individuals.</td>
<td>ID.RA-1: Asset vulnerabilities are identified and documented</td>
<td>CIS CSC 4  &lt;br&gt; COBIT 5 APO12.01, APO12.02, APO12.03, APO12.04, DSS05.01, DSS05.02  &lt;br&gt; ISA 62443-2-1:2009 4.2.3, 4.2.3.7, 4.2.3.9, 4.2.3.12  &lt;br&gt; ISO/IEC 27001:2013 A.12.6.1, A.18.2.3  &lt;br&gt; NIST SP 800-53 Rev. 4 CA-2, CA-7, CA-8, RA-3, RA-5, SA-5, SA-11, SI-2, SI-4, SI-5</td>
<td></td>
</tr>
<tr>
<td>ID.RA-2: Cyber threat intelligence is received from information sharing forums and sources</td>
<td>CIS CSC 4  &lt;br&gt; COBIT 5 BAI08.01  &lt;br&gt; ISA 62443-2-1:2009 4.2.3, 4.2.3.9, 4.2.3.12  &lt;br&gt; ISO/IEC 27001:2013 A.6.1.4  &lt;br&gt; NIST SP 800-53 Rev. 4 SI-5, PM-15, PM-16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Function</td>
<td>Category</td>
<td>Subcategory</td>
<td>Informative References</td>
</tr>
<tr>
<td>----------</td>
<td>----------</td>
<td>-------------</td>
<td>------------------------</td>
</tr>
</tbody>
</table>
| **ID.RA-3**: Threats, both internal and external, are identified and documented |  |  | CIS CSC 4  
|  |  |  | COBIT 5 APO12.01, APO12.02, APO12.03, APO12.04  
|  |  |  | ISA 62443-2-1:2009 4.2.3, 4.2.3.9, 4.2.3.12  
|  |  |  | ISO/IEC 27001:2013 Clause 6.1.2  
|  |  |  | NIST SP 800-53 Rev. 4 RA-3, SI-5, PM-12, PM-16 |
| **ID.RA-4**: Potential business impacts and likelihoods are identified |  |  | CIS CSC 4  
|  |  |  | COBIT 5 DSS04.02  
|  |  |  | ISA 62443-2-1:2009 4.2.3, 4.2.3.9, 4.2.3.12  
|  |  |  | ISO/IEC 27001:2013 A.16.1.6, Clause 6.1.2  
|  |  |  | NIST SP 800-53 Rev. 4 RA-2, RA-3, SA-14, PM-9, PM-11 |
| **ID.RA-5**: Threats, vulnerabilities, likelihoods, and impacts are used to determine risk |  |  | CIS CSC 4  
|  |  |  | COBIT 5 APO12.02  
|  |  |  | ISO/IEC 27001:2013 A.12.6.1  
|  |  |  | NIST SP 800-53 Rev. 4 RA-2, RA-3, PM-16 |
| **ID.RA-6**: Risk responses are identified and prioritized |  |  | CIS CSC 4  
|  |  |  | COBIT 5 APO12.05, APO13.02  
|  |  |  | ISO/IEC 27001:2013 Clause 6.1.3  
|  |  |  | NIST SP 800-53 Rev. 4 PM-4, PM-9 |

**Risk Management Strategy (ID.RM):** The organization’s priorities, constraints, risk tolerances, and assumptions are established and used to support operational risk decisions.

<table>
<thead>
<tr>
<th>Function</th>
<th>Category</th>
<th>Subcategory</th>
<th>Informative References</th>
</tr>
</thead>
</table>
| **ID.RM-1**: Risk management processes are established, managed, and agreed to by organizational stakeholders |  |  | CIS CSC 4  
|  |  |  | COBIT 5 APO12.04, APO12.05, APO13.02, BA102.03, BA104.02  
|  |  |  | ISA 62443-2-1:2009 4.3.4.2  
|  |  |  | NIST SP 800-53 Rev. 4 PM-9 |
| **ID.RM-2**: Organizational risk tolerance is determined and clearly expressed |  |  | COBIT 5 APO12.06  
|  |  |  | ISA 62443-2-1:2009 4.3.2.6.5  
<p>|  |  |  | NIST SP 800-53 Rev. 4 PM-9 |</p>
<table>
<thead>
<tr>
<th>ID</th>
<th>Function</th>
<th>Category</th>
<th>Subcategory</th>
<th>Informative References</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID.RM-3</td>
<td>The organization’s determination of risk tolerance is informed by its role in critical infrastructure and sector specific risk analysis</td>
<td>COBIT 5 APO12.02, ISO/IEC 27001:2013 Clause 6.1.3, Clause 8.3, NIST SP 800-53 Rev. 4 SA-14, PM-8, PM-9, PM-11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ID.SC-1</td>
<td>Cyber supply chain risk management processes are identified, established, assessed, managed, and agreed to by organizational stakeholders</td>
<td>CIS CSC 4, COBIT 5 APO10.01, APO10.04, APO12.04, APO12.05, APO13.02, BAI01.03, BAI02.03, BAI04.02, ISA 62443-2-1:2009 4.3.4.2, ISO/IEC 27001:2013 A.15.1.1, A.15.1.2, A.15.1.3, A.15.2.1, A.15.2.2, NIST SP 800-53 Rev. 4 SA-9, SA-12, PM-9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ID.SC-2</td>
<td>Suppliers and third party partners of information systems, components, and services are identified, prioritized, and assessed using a cyber supply chain risk assessment process</td>
<td>COBIT 5 APO10.01, APO10.02, APO10.04, APO10.05, APO12.01, APO12.02, APO12.03, APO12.04, APO12.05, APO12.06, APO13.02, BAI02.03, ISA 62443-2-1:2009 4.2.3.1, 4.2.3.2, 4.2.3.3, 4.2.3.4, 4.2.3.6, 4.2.3.8, 4.2.3.9, 4.2.3.10, 4.2.3.12, 4.2.3.13, 4.2.3.14, ISO/IEC 27001:2013 A.15.2.1, A.15.2.2, NIST SP 800-53 Rev. 4 RA-2, RA-3, SA-12, SA-14, SA-15, PM-9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ID.SC-3</td>
<td>Contracts with suppliers and third-party partners are used to implement appropriate measures designed to meet the objectives of an organization’s cybersecurity program and Cyber Supply Chain Risk Management Plan.</td>
<td>COBIT 5 APO10.01, APO10.02, APO10.03, APO10.04, APO10.05, ISA 62443-2-1:2009 4.3.2.6.4, 4.3.2.6.7, ISO/IEC 27001:2013 A.15.1.1, A.15.1.2, A.15.1.3, NIST SP 800-53 Rev. 4 SA-9, SA-11, SA-12, PM-9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ID.SC-4</td>
<td>Suppliers and third-party partners are routinely assessed using audits, test results, or other forms of evaluations to confirm they are meeting their contractual obligations.</td>
<td>COBIT 5 APO10.01, APO10.03, APO10.04, APO10.05, MEA01.01, MEA01.02, MEA01.03, MEA01.04, MEA01.05, ISA 62443-2-1:2009 4.3.2.6.7, ISA 62443-3-3:2013 SR 6.1, ISO/IEC 27001:2013 A.15.2.1, A.15.2.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Function</td>
<td>Category</td>
<td>Subcategory</td>
<td>Informative References</td>
<td></td>
</tr>
<tr>
<td>----------</td>
<td>----------</td>
<td>-------------</td>
<td>------------------------</td>
<td></td>
</tr>
<tr>
<td>PROTECT (PR)</td>
<td>Identity Management, Authentication and Access Control (PR.AC): Access to physical and logical assets and associated facilities is limited to authorized users, processes, and devices, and is managed consistent with the assessed risk of unauthorized access to authorized activities and transactions.</td>
<td></td>
<td>NIST SP 800-53 Rev. 4 AU-2, AU-6, AU-12, AU-16, PS-7, SA-9, SA-12</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PR.AC-1: Identities and credentials are issued, managed, verified, revoked, and audited for authorized devices, users and processes</td>
<td></td>
<td>CIS CSC 19, 20 COBIT 5 DSS04.04 ISA 62443-2-1:2009 4.3.2.5.7, 4.3.4.5.11 ISA 62443-3-3:2013 SR 2.8, SR 3.3, SR.6.1, SR 7.3, SR 7.4 ISO/IEC 27001:2013 A.17.1.3 NIST SP 800-53 Rev. 4 CP-2, CP-4, IR-3, IR-4, IR-6, IR-8, IR-9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PR.AC-2: Physical access to assets is managed and protected</td>
<td></td>
<td>COBIT 5 DSS01.04, DSS05.03 ISA 62443-2-1:2009 4.3.3.5.1 ISA 62443-3-3:2013 SR 1.1, SR 1.2, SR 1.3, SR 1.4, SR 1.5, SR 1.7, SR 1.8, SR 1.9 ISO/IEC 27001:2013 A.9.2.1, A.9.2.2, A.9.2.3, A.9.2.4, A.9.2.6, A.9.3.1, A.9.4.2, A.9.4.3 NIST SP 800-53 Rev. 4 AC-1, AC-2, IA-1, IA-2, IA-3, IA-4, IA-5, IA-6, IA-7, IA-8, IA-9, IA-10, IA-11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PR.AC-3: Remote access is managed</td>
<td></td>
<td>CIS CSC 12 COBIT 5 APO13.01, DSS01.04, DSS05.03 ISA 62443-2-1:2009 4.3.3.6.6 ISA 62443-3-3:2013 SR 1.13, SR 2.6 ISO/IEC 27001:2013 A.6.2.1, A.6.2.2, A.11.2.6, A.13.1.1, A.13.2.1</td>
<td></td>
</tr>
</tbody>
</table>

ID.SC-5: Response and recovery planning and testing are conducted with suppliers and third-party providers

CIS CSC 19, 20 COBIT 5 DSS04.04 ISA 62443-2-1:2009 4.3.2.5.7, 4.3.4.5.11 ISA 62443-3-3:2013 SR 2.8, SR 3.3, SR.6.1, SR 7.3, SR 7.4 ISO/IEC 27001:2013 A.17.1.3 NIST SP 800-53 Rev. 4 CP-2, CP-4, IR-3, IR-4, IR-6, IR-8, IR-9
<table>
<thead>
<tr>
<th>Function</th>
<th>Category</th>
<th>Subcategory</th>
<th>Informative References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PR.AC-4:</strong> Access permissions and authorizations are managed, incorporating the principles of least privilege and separation of duties</td>
<td></td>
<td></td>
<td>NIST SP 800-53 Rev. 4 AC-1, AC-17, AC-19, AC-20, SC-15</td>
</tr>
<tr>
<td><strong>PR.AC-5:</strong> Network integrity is protected (e.g., network segregation, network segmentation)</td>
<td></td>
<td></td>
<td>CIS CSC 3, 5, 12, 14, 15, 16, 18 COBIT 5 DSS05.04 ISA 62443-2-1:2009 4.3.3.7.3 ISA 62443-3-3:2013 SR 2.1 ISO/IEC 27001:2013 A.6.1.2, A.9.1.2, A.9.2.3, A.9.4.1, A.9.4.4, A.9.4.5 NIST SP 800-53 Rev. 4 AC-1, AC-2, AC-3, AC-5, AC-6, AC-14, AC-16, AC-24</td>
</tr>
<tr>
<td><strong>PR.AC-6:</strong> Identities are proofed and bound to credentials and asserted in interactions</td>
<td></td>
<td></td>
<td>CIS CSC, 16 COBIT 5 DSS05.04, DSS05.05, DSS05.07, DSS06.03 ISA 62443-2-1:2009 4.3.3.2.2, 4.3.3.5.2, 4.3.3.7.2, 4.3.3.7.4 ISA 62443-3-3:2013 SR 1.1, SR 1.2, SR 1.4, SR 1.5, SR 1.9, SR 2.1 ISO/IEC 27001:2013 A.7.1.1, A.9.2.1 NIST SP 800-53 Rev. 4 AC-1, AC-2, AC-3, AC-16, AC-19, AC-24, IA-1, IA-2, IA-4, IA-5, IA-8, PE-2, PS-3</td>
</tr>
<tr>
<td><strong>PR.AC-7:</strong> Users, devices, and other assets are authenticated (e.g., single-factor, multi-factor) commensurate with the risk of the transaction (e.g., individuals’ security and privacy risks and other organizational risks)</td>
<td></td>
<td></td>
<td>CIS CSC 1, 12, 15, 16 COBIT 5 DSS05.04, DSS05.10, DSS06.10 ISA 62443-2-1:2009 4.3.3.6.1, 4.3.3.6.2, 4.3.3.6.3, 4.3.3.6.4, 4.3.3.6.5, 4.3.3.6.6, 4.3.3.6.7, 4.3.3.6.8, 4.3.3.6.9</td>
</tr>
<tr>
<td>Function</td>
<td>Category</td>
<td>Subcategory</td>
<td>Informative References</td>
</tr>
<tr>
<td>----------</td>
<td>----------</td>
<td>-------------</td>
<td>------------------------</td>
</tr>
<tr>
<td><strong>Awareness and Training</strong> (PR.AT): The organization’s personnel and partners are provided cybersecurity awareness education and are trained to perform their cybersecurity-related duties and responsibilities consistent with related policies, procedures, and agreements.</td>
<td>PR.AT-1: All users are informed and trained</td>
<td>ISA 62443-3-3:2013 SR 1.1, SR 1.2, SR 1.5, SR 1.7, SR 1.8, SR 1.9, SR 1.10 ISO/IEC 27001:2013 A.9.2.1, A.9.2.4, A.9.3.1, A.9.4.2, A.9.4.3, A.18.1.4 NIST SP 800-53 Rev. 4 AC-7, AC-8, AC-9, AC-11, AC-12, AC-14, IA-1, IA-2, IA-3, IA-4, IA-5, IA-8, IA-9, IA-10, IA-11</td>
<td>CIS CSC 17, 18 COBIT 5 APO07.03, BAI05.07 ISA 62443-2-1:2009 4.3.2.4.2 ISO/IEC 27001:2013 A.7.2.2, A.12.2.1 NIST SP 800-53 Rev. 4 AT-2, PM-13</td>
</tr>
<tr>
<td>PR.AT-2: Privileged users understand their roles and responsibilities</td>
<td></td>
<td></td>
<td>CIS CSC 5, 17, 18 COBIT 5 APO07.02, DSS05.04, DSS06.03 ISA 62443-2-1:2009 4.3.2.4.2, 4.3.2.4.3 ISO/IEC 27001:2013 A.6.1.1, A.7.2.2 NIST SP 800-53 Rev. 4 AT-3, PM-13</td>
</tr>
<tr>
<td>PR.AT-3: Third-party stakeholders (e.g., suppliers, customers, partners) understand their roles and responsibilities</td>
<td></td>
<td></td>
<td>CIS CSC 17 COBIT 5 APO07.03, APO07.06, APO10.04, APO10.05 ISA 62443-2-1:2009 4.3.2.4.2 ISO/IEC 27001:2013 A.6.1.1, A.7.2.1, A.7.2.2 NIST SP 800-53 Rev. 4 PS-7, SA-9, SA-16</td>
</tr>
<tr>
<td>PR.AT-4: Senior executives understand their roles and responsibilities</td>
<td></td>
<td></td>
<td>CIS CSC 17, 19 COBIT 5 EDM01.01, APO01.02, APO07.03 ISA 62443-2-1:2009 4.3.2.4.2 ISO/IEC 27001:2013 A.6.1.1, A.7.2.2 NIST SP 800-53 Rev. 4 AT-3, PM-13</td>
</tr>
<tr>
<td>PR.AT-5: Physical and cybersecurity personnel understand their roles and responsibilities</td>
<td></td>
<td></td>
<td>CIS CSC 17 COBIT 5 APO07.03 ISA 62443-2-1:2009 4.3.2.4.2 ISO/IEC 27001:2013 A.6.1.1, A.7.2.2</td>
</tr>
</tbody>
</table>
### Function: Data Security (PR.DS)

- **Informative References**
  - NIST SP 800-53 Rev. 4 AT-3, IR-2, PM-13

#### PR.DS-1: Data-at-rest is protected
- **Informative References**
  - CIS CSC 13, 14
  - COBIT 5 APO01.06, BAI02.01, BAI06.01, DSS04.07, DSS05.03, DSS06.06
  - ISA 62443-3-3:2013 SR 3.4, SR 4.1
  - ISO/IEC 27001:2013 A.8.2.3
  - NIST SP 800-53 Rev. 4 MP-8, SC-12, SC-28

#### PR.DS-2: Data-in-transit is protected
- **Informative References**
  - CIS CSC 13, 14
  - COBIT 5 APO01.06, DSS05.02, DSS06.06
  - ISA 62443-3-3:2013 SR 3.1, SR 3.8, SR 4.1, SR 4.2
  - NIST SP 800-53 Rev. 4 SC-8, SC-11, SC-12

#### PR.DS-3: Assets are formally managed throughout removal, transfers, and disposition
- **Informative References**
  - CIS CSC 1
  - COBIT 5 BAI09.03
  - ISA 62443-2-1:2009 4.3.3.3.9, 4.3.4.4.1
  - ISA 62443-3-3:2013 SR 4.2
  - ISO/IEC 27001:2013 A.8.2.3, A.8.3.1, A.8.3.2, A.8.3.3, A.11.2.5, A.11.2.7
  - NIST SP 800-53 Rev. 4 CM-8, MP-6, PE-16

#### PR.DS-4: Adequate capacity to ensure availability is maintained
- **Informative References**
  - CIS CSC 1, 2, 13
  - COBIT 5 APO13.01, BAI04.04
  - ISA 62443-3-3:2013 SR 7.1, SR 7.2
  - ISO/IEC 27001:2013 A.12.1.3, A.17.2.1
  - NIST SP 800-53 Rev. 4 AU-4, CP-2, SC-5

#### PR.DS-5: Protections against data leaks are implemented
- **Informative References**
  - CIS CSC 13
  - COBIT 5 APO01.06, DSS05.04, DSS05.07, DSS06.02
  - ISA 62443-3-3:2013 SR 5.2
## Information Protection Processes and Procedures (PR.IP)

### PR.IP-1: A baseline configuration of information technology/industrial control systems is created and maintained incorporating security principles (e.g. concept of least functionality)

- **Informative References**: NIST SP 800-53 Rev. 4 CM-2, CM-3, CM-4, CM-5, CM-6, CM-7, CM-9, SI-8, SI-10, SI-13, SI-14

### PR.IP-2: A System Development Life Cycle to manage systems is implemented

- **Informative References**: NIST SP 800-53 Rev. 4 CM-2, CM-3, CM-4, CM-5, CM-6, CM-7, CM-9, SA-10

## Processes and Procedures (PR)

<table>
<thead>
<tr>
<th>Function</th>
<th>Category</th>
<th>Subcategory</th>
<th>Informative References</th>
</tr>
</thead>
<tbody>
<tr>
<td>PR.DS-8</td>
<td></td>
<td></td>
<td>A.11.2.4</td>
</tr>
<tr>
<td>Function</td>
<td>Category</td>
<td>Subcategory</td>
<td>Informative References</td>
</tr>
<tr>
<td>----------</td>
<td>----------</td>
<td>-------------</td>
<td>------------------------</td>
</tr>
</tbody>
</table>
NIST SP 800-53 Rev. 4 PL-8, SA-3, SA-4, SA-8, SA-10, SA-11, SA-12, SA-15, SA-17, SI-12, SI-13, SI-14, SI-16, SI-17 |
| **PR.IP-4**: Backups of information are conducted, maintained, and tested | | | CIS CSC 3, 11  
COBIT 5 BAI01.06, BAI06.01  
ISA 62443-2-1:2009 4.3.4.3.2, 4.3.4.3.3  
ISA 62443-3-3:2013 SR 7.6  
NIST SP 800-53 Rev. 4 CM-3, CM-4, SA-10 |
| **PR.IP-5**: Policy and regulations regarding the physical operating environment for organizational assets are met | | | COBIT 5 DSS01.04, DSS05.05  
ISA 62443-2-1:2009 4.3.3.3.1, 4.3.3.3.2, 4.3.3.3.3, 4.3.3.3.5, 4.3.3.3.6  
NIST SP 800-53 Rev. 4 PE-10, PE-12, PE-13, PE-14, PE-15, PE-18 |
| **PR.IP-6**: Data is destroyed according to policy | | | COBIT 5 BAI09.03, DSS05.06  
ISA 62443-2-1:2009 4.3.4.4.4  
ISA 62443-3-3:2013 SR 4.2  
ISO/IEC 27001:2013 A.8.2.3, A.8.3.1, A.8.3.2, A.11.2.7  
NIST SP 800-53 Rev. 4 MP-6 |
<table>
<thead>
<tr>
<th>Function</th>
<th>Category</th>
<th>Subcategory</th>
<th>Informative References</th>
</tr>
</thead>
</table>
| **PR.IP-7:** Protection processes are improved |         |             | COBIT 5 APO11.06, APO12.06, DSS04.05  
                      ISA 62443-2-1:2009 4.4.3.1, 4.4.3.2, 4.4.3.3, 4.4.3.4, 4.4.3.5, 4.4.3.6, 4.4.3.7, 4.4.3.8  
                      ISO/IEC 27001:2013 A.16.1.6, Clause 9, Clause 10  
                      NIST SP 800-53 Rev. 4 CA-2, CA-7, CP-2, IR-8, PL-2, PM-6 |
| **PR.IP-8:** Effectiveness of protection technologies is shared |         |             | COBIT 5 BAI08.04, DSS03.04  
                      ISO/IEC 27001:2013 A.16.1.6  
                      NIST SP 800-53 Rev. 4 AC-21, CA-7, SI-4 |
| **PR.IP-9:** Response plans (Incident Response and Business Continuity) and recovery plans (Incident Recovery and Disaster Recovery) are in place and managed |         |             | CIS CSC 19  
                      COBIT 5 APO12.06, DSS04.03  
                      ISA 62443-2-1:2009 4.3.2.5.3, 4.3.4.5.1  
                      NIST SP 800-53 Rev. 4 CP-2, CP-7, CP-12, CP-13, IR-7, IR-8, IR-9, PE-17 |
| **PR.IP-10:** Response and recovery plans are tested |         |             | CIS CSC 19, 20  
                      COBIT 5 DSS04.04  
                      ISA 62443-2-1:2009 4.3.2.5.7, 4.3.4.5.11  
                      ISA 62443-3-3:2013 SR 3.3  
                      ISO/IEC 27001:2013 A.17.1.3  
                      NIST SP 800-53 Rev. 4 CP-4, IR-3, PM-14 |
| **PR.IP-11:** Cybersecurity is included in human resources practices (e.g., deprovisioning, personnel screening) |         |             | CIS CSC 5, 16  
                      COBIT 5 APO07.01, APO07.02, APO07.03, APO07.04, APO07.05  
                      ISA 62443-2-1:2009 4.3.3.2.1, 4.3.3.2.2, 4.3.3.2.3  
                      ISO/IEC 27001:2013 A.7.1.1, A.7.1.2, A.7.2.1, A.7.2.2, A.7.2.3, A.7.3.1, A.8.1.4  
                      NIST SP 800-53 Rev. 4 PS-1, PS-2, PS-3, PS-4, PS-5, PS-6, PS-7, PS-8, SA-21 |
<table>
<thead>
<tr>
<th>Function</th>
<th>Category</th>
<th>Subcategory</th>
<th>Informative References</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PR.IP-12: A vulnerability management</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>plan is developed and implemented</td>
<td></td>
<td>CISM CSC 4, 18, 20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>COBIT 5 BAI03.10, DSS05.01, DSS05.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NIST SP 800-53 Rev. 4 RA-3, RA-5, SI-2</td>
</tr>
<tr>
<td>Maintenance (PR.MA):</td>
<td>PR.MA-1: Maintenance and repair of</td>
<td>Maintenance and repairs of industrial control and information system</td>
<td>CISM CSC 4, 18, 20</td>
</tr>
<tr>
<td></td>
<td>organizational assets are performed</td>
<td>components are performed consistent with policies and procedures.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>and logged, with approved and</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>controlled tools</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CISM CSC 4, 18, 20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>COBIT 5 BAI03.10, BAI09.02, BAI09.03, DSS01.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISA 62443-2-1:2009 4.3.3.3.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISO/IEC 27001:2013 A.11.2.4, A.11.2.5, A.11.2.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NIST SP 800-53 Rev. 4 MA-2, MA-3, MA-5, MA-6</td>
</tr>
<tr>
<td></td>
<td>PR.MA-2: Remote maintenance of</td>
<td>Maintenance and repair of organizational assets is approved, logged,</td>
<td></td>
</tr>
<tr>
<td></td>
<td>organizational assets is approved,</td>
<td>performed in a manner that prevents unauthorized access</td>
<td></td>
</tr>
<tr>
<td></td>
<td>logged, and performed in a manner that</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>prevents unauthorized access</td>
<td></td>
<td>CISM CSC 3, 5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>COBIT 5 DSS05.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISA 62443-2-1:2009 4.3.3.6.5, 4.3.3.6.6, 4.3.3.6.7, 4.3.3.6.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISO/IEC 27001:2013 A.11.2.4, A.15.1.1, A.15.2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NIST SP 800-53 Rev. 4 MA-4</td>
</tr>
<tr>
<td>Protective Technology</td>
<td>PR.PT-1: Audit/log records are</td>
<td>Technical security solutions are managed to ensure the security and</td>
<td></td>
</tr>
<tr>
<td>(PR.PT):</td>
<td>determined, documented, implemented,</td>
<td>resilience of systems and assets, consistent with related policies,</td>
<td></td>
</tr>
<tr>
<td></td>
<td>and reviewed in accordance with policy</td>
<td>procedures, and agreements.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CISM CSC 1, 3, 5, 6, 14, 15, 16</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>COBIT 5 APO11.04, BAI03.05, DSS05.04, DSS05.07, MEA02.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISA 62443-2-1:2009 4.3.3.3.9, 4.3.3.5.8, 4.3.4.4.7, 4.4.2.1, 4.4.2.2, 4.4.2.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISA 62443-3-3:2013 SR 2.8, SR 2.9, SR 2.10, SR 2.11, SR 2.12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NIST SP 800-53 Rev. 4 AU Family</td>
</tr>
<tr>
<td></td>
<td>PR.PT-2: Removable media is protected</td>
<td>maintenance and its use restricted according to policy</td>
<td></td>
</tr>
<tr>
<td></td>
<td>and its use restricted according to</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>policy</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CISM CSC 8, 13</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>COBIT 5 APO13.01, DSS05.02, DSS05.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISA 62443-3-3:2013 SR 2.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISO/IEC 27001:2013 A.8.2.1, A.8.2.2, A.8.2.3, A.8.3.1, A.8.3.3, A.11.2.9</td>
</tr>
<tr>
<td>Function</td>
<td>Category</td>
<td>Subcategory</td>
<td>Informative References</td>
</tr>
<tr>
<td>----------</td>
<td>----------</td>
<td>-------------</td>
<td>------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NIST SP 800-53 Rev. 4 MP-2, MP-3, MP-4, MP-5, MP-7, MP-8</td>
</tr>
<tr>
<td>PR.PT-3</td>
<td></td>
<td></td>
<td>CIS CSC 3, 11, 14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>COBIT 5 DSS05.02, DSS05.05, DSS06.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISA 62443-2-1:2009 4.3.3.3.5.1, 4.3.3.3.5.2, 4.3.3.3.5.3, 4.3.3.3.5.4, 4.3.3.3.5.5, 4.3.3.3.5.6, 4.3.3.3.5.7, 4.3.3.3.5.8, 4.3.3.3.6.1, 4.3.3.3.6.2, 4.3.3.3.6.3, 4.3.3.3.6.4, 4.3.3.3.6.5, 4.3.3.3.6.6, 4.3.3.3.6.7, 4.3.3.3.6.8, 4.3.3.3.6.9, 4.3.3.3.7.1, 4.3.3.3.7.2, 4.3.3.3.7.3, 4.3.3.3.7.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISA 62443-3-3:2013 SR 1.1, SR 1.2, SR 1.3, SR 1.4, SR 1.5, SR 1.6, SR 1.7, SR 1.8, SR 1.9, SR 1.10, SR 1.11, SR 1.12, SR 1.13, SR 2.1, SR 2.2, SR 2.3, SR 2.4, SR 2.5, SR 2.6, SR 2.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISO/IEC 27001:2013 A.9.1.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NIST SP 800-53 Rev. 4 AC-3, CM-7</td>
</tr>
<tr>
<td>PR.PT-4</td>
<td></td>
<td></td>
<td>CIS CSC 8, 12, 15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>COBIT 5 DSS05.02, APO13.01</td>
</tr>
<tr>
<td>PR.PT-5</td>
<td></td>
<td></td>
<td>COBIT 5 BAI04.01, BAI04.02, BAI04.03, BAI04.04, BAI04.05, DSS01.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISA 62443-2-1:2009 4.3.2.5.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISA 62443-3-3:2013 SR 7.1, SR 7.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISO/IEC 27001:2013 A.17.1.2, A.17.2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NIST SP 800-53 Rev. 4 CP-7, CP-8, CP-11, CP-13, PL-8, SA-14, SC-6</td>
</tr>
<tr>
<td>DETECT (DE)</td>
<td></td>
<td>Anomalies and Events (DE.AE): Anomalous activity is detected</td>
<td>DE.AE-1: A baseline of network operations and expected data flows for</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CIS CSC 1, 4, 6, 12, 13, 15, 16</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>COBIT 5 DSS03.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISA 62443-2-1:2009 4.4.3.3</td>
</tr>
<tr>
<td>Function</td>
<td>Category</td>
<td>Subcategory</td>
<td>Informative References</td>
</tr>
<tr>
<td>----------</td>
<td>----------</td>
<td>-------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>DE.AE-2: Detected events are analyzed to understand attack targets and methods</td>
<td>users and systems is established and managed</td>
<td>ISO/IEC 27001:2013 A.12.1.1, A.12.1.2, A.13.1.1, A.13.1.2 NIST SP 800-53 Rev. 4 AC-4, CA-3, CM-2, SI-4</td>
<td></td>
</tr>
<tr>
<td>DE.AE-3: Event data are collected and correlated from multiple sources and sensors</td>
<td></td>
<td>CIS CSC 3, 6, 13, 15 COBIT 5 DSS05.07 ISA 62443-2-1:2009 4.3.4.5.6, 4.3.4.5.7, 4.3.4.5.8 ISA 62443-3-3:2013 SR 2.8, SR 2.9, SR 2.10, SR 2.11, SR 2.12, SR 3.9, SR 6.1, SR 6.2 ISO/IEC 27001:2013 A.12.4.1, A.16.1.1, A.16.1.4 NIST SP 800-53 Rev. 4 AU-6, CA-7, IR-4, SI-4</td>
<td></td>
</tr>
<tr>
<td>DE.AE-4: Impact of events is determined</td>
<td></td>
<td>CIS CSC 1, 3, 4, 5, 6, 7, 8, 11, 12, 13, 14, 15, 16 COBIT 5 BAI08.02 ISA 62443-3-3:2013 SR 6.1 ISO/IEC 27001:2013 A.12.4.1, A.16.1.7 NIST SP 800-53 Rev. 4 AU-6, CA-7, IR-4, IR-5, IR-8, SI-4</td>
<td></td>
</tr>
<tr>
<td>DE.AE-5: Incident alert thresholds are established</td>
<td></td>
<td>CIS CSC 4, 6 COBIT 5 APO12.06, DSS03.01 ISO/IEC 27001:2013 A.16.1.4 NIST SP 800-53 Rev. 4 CP-2, IR-4, RA-3, SI-4</td>
<td></td>
</tr>
<tr>
<td>Security Continuous Monitoring (DE.CM): The information system and assets are monitored to identify cybersecurity events and verify</td>
<td></td>
<td>CIS CSC 6, 19 COBIT 5 APO12.06, DSS03.01 ISA 62443-2-1:2009 4.2.3.10 ISO/IEC 27001:2013 A.16.1.4 NIST SP 800-53 Rev. 4 IR-4, IR-5, IR-8</td>
<td></td>
</tr>
<tr>
<td>DE.CM-1: The network is monitored to detect potential cybersecurity events</td>
<td></td>
<td>CIS CSC 1, 7, 8, 12, 13, 15, 16 COBIT 5 DSS01.03, DSS03.05, DSS05.07 ISA 62443-3-3:2013 SR 6.2 NIST SP 800-53 Rev. 4 AC-2, AU-12, CA-7, CM-3, SC-5, SC-7, SI-4</td>
<td></td>
</tr>
<tr>
<td>Function</td>
<td>Category</td>
<td>Subcategory</td>
<td>Informative References</td>
</tr>
<tr>
<td>----------</td>
<td>----------</td>
<td>-------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>DE.CM-2:</td>
<td>DE.CM-2: The physical environment is monitored to detect potential cybersecurity events</td>
<td>DE.CM-2: The physical environment is monitored to detect potential cybersecurity events</td>
<td>COBIT 5 DSS01.04, DSS01.05&lt;br&gt;ISA 62443-2-1:2009 4.3.3.3.8&lt;br&gt;ISO/IEC 27001:2013 A.11.1.1, A.11.1.2&lt;br&gt;NIST SP 800-53 Rev. 4 CA-7, PE-3, PE-6, PE-20</td>
</tr>
<tr>
<td>DE.CM-3:</td>
<td>DE.CM-3: Personnel activity is monitored to detect potential cybersecurity events</td>
<td>DE.CM-3: Personnel activity is monitored to detect potential cybersecurity events</td>
<td>CIS CSC 5, 7, 14, 16&lt;br&gt;COBIT 5 DSS05.07&lt;br&gt;ISA 62443-3-3:2013 SR 6.2&lt;br&gt;ISO/IEC 27001:2013 A.12.4.1, A.12.4.3&lt;br&gt;NIST SP 800-53 Rev. 4 AC-2, AU-12, AU-13, CA-7, CM-10, CM-11</td>
</tr>
<tr>
<td>DE.CM-4:</td>
<td>DE.CM-4: Malicious code is detected</td>
<td>DE.CM-4: Malicious code is detected</td>
<td>CIS CSC 4, 7, 8, 12&lt;br&gt;COBIT 5 DSS05.01&lt;br&gt;ISA 62443-2-1:2009 4.3.4.3.8&lt;br&gt;ISA 62443-3-3:2013 SR 3.2&lt;br&gt;ISO/IEC 27001:2013 A.12.2.1&lt;br&gt;NIST SP 800-53 Rev. 4 SI-3, SI-8</td>
</tr>
<tr>
<td>DE.CM-5:</td>
<td>DE.CM-5: Unauthorized mobile code is detected</td>
<td>DE.CM-5: Unauthorized mobile code is detected</td>
<td>CIS CSC 7, 8&lt;br&gt;COBIT 5 DSS05.01&lt;br&gt;ISA 62443-3-3:2013 SR 2.4&lt;br&gt;ISO/IEC 27001:2013 A.12.5.1, A.12.6.2&lt;br&gt;NIST SP 800-53 Rev. 4 SC-18, SI-4, SC-44</td>
</tr>
<tr>
<td>DE.CM-6:</td>
<td>DE.CM-6: External service provider activity is monitored to detect potential cybersecurity events</td>
<td>DE.CM-6: External service provider activity is monitored to detect potential cybersecurity events</td>
<td>COBIT 5 APO07.06, APO10.05&lt;br&gt;ISO/IEC 27001:2013 A.14.2.7, A.15.2.1&lt;br&gt;NIST SP 800-53 Rev. 4 CA-7, PS-7, SA-4, SA-9, SI-4</td>
</tr>
<tr>
<td>DE.CM-7:</td>
<td>DE.CM-7: Monitoring for unauthorized personnel, connections, devices, and software is performed</td>
<td>DE.CM-7: Monitoring for unauthorized personnel, connections, devices, and software is performed</td>
<td>CIS CSC 1, 2, 3, 5, 9, 12, 13, 15, 16&lt;br&gt;COBIT 5 DSS05.02, DSS05.05&lt;br&gt;ISO/IEC 27001:2013 A.12.4.1, A.14.2.7, A.15.2.1&lt;br&gt;NIST SP 800-53 Rev. 4 AU-12, CA-7, CM-3, CM-8, PE-3, PE-6, PE-20, SI-4</td>
</tr>
<tr>
<td>DE.CM-8:</td>
<td>DE.CM-8: Vulnerability scans are performed</td>
<td>DE.CM-8: Vulnerability scans are performed</td>
<td>CIS CSC 4, 20</td>
</tr>
<tr>
<td>Function</td>
<td>Category</td>
<td>Subcategory</td>
<td>Informative References</td>
</tr>
<tr>
<td>----------</td>
<td>----------</td>
<td>-------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>Detection Processes (DE.DP): Detection processes and procedures are maintained and tested to ensure awareness of anomalous events.</td>
<td>DE.DP-1: Roles and responsibilities for detection are well defined to ensure accountability</td>
<td>COBIT 5 BAI03.10, DSS05.01, ISA 62443-2-1:2009 4.2.3.1, 4.2.3.7, ISO/IEC 27001:2013 A.12.6.1, NIST SP 800-53 Rev. 4 RA-5</td>
<td></td>
</tr>
<tr>
<td>DE.DP-2: Detection activities comply with all applicable requirements</td>
<td></td>
<td>CIS CSC 19, COBIT 5 APO01.02, DSS05.01, DSS06.03, ISA 62443-2-1:2009 4.4.3.1, ISO/IEC 27001:2013 A.6.1.1, A.7.2.2, NIST SP 800-53 Rev. 4 CA-2, CA-7, PM-14</td>
<td></td>
</tr>
<tr>
<td>DE.DP-3: Detection processes are tested</td>
<td></td>
<td>COBIT 5 DSS06.01, MEA03.03, MEA03.04, ISA 62443-2-1:2009 4.4.3.2, ISO/IEC 27001:2013 A.18.1.4, A.18.2.2, A.18.2.3, NIST SP 800-53 Rev. 4 AC-25, CA-2, CA-7, SA-18, SI-4, PM-14</td>
<td></td>
</tr>
<tr>
<td>DE.DP-4: Event detection information is communicated</td>
<td></td>
<td>CIS CSC 19, COBIT 5 APO13.02, DSS05.02, ISA 62443-2-1:2009 4.4.3.2, ISA 62443-3-3:2013 SR 3.3, ISO/IEC 27001:2013 A.14.2.8, NIST SP 800-53 Rev. 4 CA-2, CA-7, PE-3, SI-3, SI-4, PM-14</td>
<td></td>
</tr>
<tr>
<td>DE.DP-5: Detection processes are continuously improved</td>
<td></td>
<td>COBIT 5 APO8.04, APO12.06, DSS02.05, ISA 62443-2-1:2009 4.3.4.5.9, ISA 62443-3-3:2013 SR 6.1, ISO/IEC 27001:2013 A.16.1.2, A.16.1.3, NIST SP 800-53 Rev. 4 AU-6, CA-2, CA-7, RA-5, SI-4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NIST SP 800-53 Rev. 4, CA-2, CA-7, PL-2, RA-5, SI-4, PM-14</td>
<td></td>
</tr>
<tr>
<td>Function</td>
<td>Category</td>
<td>Subcategory</td>
<td>Informative References</td>
</tr>
<tr>
<td>---------------</td>
<td>------------------------</td>
<td>--------------------------------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>RESPOND (RS)</td>
<td>Response Planning (RS.RP): Response processes and procedures are executed and maintained, to ensure response to detected cybersecurity incidents.</td>
<td>RS.RP-1: Response plan is executed during or after an incident</td>
<td>CIS CSC 19, COBIT 5 APO12.06, BAI01.10, ISA 62443-2-1:2009 4.3.4.5.1, ISO/IEC 27001:2013 A.16.1.5, NIST SP 800-53 Rev. 4 CP-2, CP-10, IR-4, IR-8</td>
</tr>
<tr>
<td></td>
<td>Communications (RS.CO): Response activities are coordinated with internal and external stakeholders (e.g. external support from law enforcement agencies).</td>
<td>RS.CO-1: Personnel know their roles and order of operations when a response is needed</td>
<td>CIS CSC 19, COBIT 5 EDM03.02, APO01.02, APO12.03, ISA 62443-2-1:2009 4.3.4.5.2, 4.3.4.5.3, 4.3.4.5.4, ISO/IEC 27001:2013 A.6.1.3, A.7.2.2, A.16.1.1, NIST SP 800-53 Rev. 4 CP-2, CP-3, IR-3, IR-8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RS.CO-2: Incidents are reported consistent with established criteria</td>
<td>CIS CSC 19, COBIT 5 DSS01.03, ISA 62443-2-1:2009 4.3.4.5.5, ISO/IEC 27001:2013 A.6.1.3, A.16.1.2, NIST SP 800-53 Rev. 4 AU-6, IR-6, IR-8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RS.CO-3: Information is shared consistent with response plans</td>
<td>CIS CSC 19, COBIT 5 DSS03.04, ISA 62443-2-1:2009 4.3.4.5.2, ISO/IEC 27001:2013 A.16.1.2, Clause 7.4, Clause 16.1.2, NIST SP 800-53 Rev. 4 CA-2, CA-7, CP-2, IR-4, IR-8, PE-6, RA-5, SI-4,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RS.CO-4: Coordination with stakeholders occurs consistent with response plans</td>
<td>CIS CSC 19, COBIT 5 DSS03.04, ISA 62443-2-1:2009 4.3.4.5.5, ISO/IEC 27001:2013 Clause 7.4, NIST SP 800-53 Rev. 4 CP-2, IR-4, IR-8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RS.CO-5: Voluntary information sharing occurs with external stakeholders to achieve broader cybersecurity situational awareness</td>
<td>CIS CSC 19, COBIT 5 BAI08.04, ISO/IEC 27001:2013 A.6.1.4, NIST SP 800-53 Rev. 4 SI-5, PM-15</td>
</tr>
<tr>
<td>Function</td>
<td>Category</td>
<td>Subcategory</td>
<td></td>
</tr>
<tr>
<td>------------</td>
<td>----------</td>
<td>-----------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td><strong>Analysis (RS.AN):</strong> Analysis is conducted to ensure effective response and support recovery activities.</td>
<td>RS.AN-1: Notifications from detection systems are investigated</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Informative References</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CIS CSC 4, 6, 8, 19</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>COBIT 5 DSS02.04, DSS02.07</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISA 62443-2-1:2009 4.3.4.5.6, 4.3.4.5.7, 4.3.4.5.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISA 62443-3-3:2013 SR 6.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NIST SP 800-53 Rev. 4 AU-6, CA-7, IR-4, IR-5, PE-6, SI-4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>RS.AN-2: The impact of the incident is understood</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>COBIT 5 DSS02.02</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISA 62443-2-1:2009 4.3.4.5.6, 4.3.4.5.7, 4.3.4.5.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NIST SP 800-53 Rev. 4 CP-2, IR-4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>RS.AN-3: Forensics are performed</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>COBIT 5 APO12.06, DSS03.02, DSS05.07</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISA 62443-3-3:2013 SR 2.8, SR 2.9, SR 2.10, SR 2.11, SR 2.12, SR 3.9, SR 6.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NIST SP 800-53 Rev. 4 AU-7, IR-4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>RS.AN-4: Incidents are categorized consistent with response plans</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CIS CSC 19</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>COBIT 5 DSS02.02</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISA 62443-2-1:2009 4.3.4.5.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISO/IEC 27001:2013 A.16.1.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NIST SP 800-53 Rev. 4 CP-2, IR-4, IR-5, IR-8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>RS.AN-5: Processes are established to receive, analyze and respond to vulnerabilities disclosed to the organization from internal and external sources (e.g. internal testing, security bulletins, or security researchers)</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CIS CSC 4, 19</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>COBIT 5 EDM03.02, DSS05.07</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NIST SP 800-53 Rev. 4 SI-5, PM-15</td>
<td></td>
</tr>
<tr>
<td><strong>Mitigation (RS.MI):</strong> Activities are performed to prevent expansion of an event, mitigate its effects, and resolve the incident.</td>
<td>RS.MI-1: Incidents are contained</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Informative References</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CIS CSC 19</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>COBIT 5 APO12.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISA 62443-2-1:2009 4.3.4.5.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISA 62443-3-3:2013 SR 5.1, SR 5.2, SR 5.4</td>
<td></td>
</tr>
<tr>
<td>Function</td>
<td>Category</td>
<td>Subcategory</td>
<td>Informative References</td>
</tr>
<tr>
<td>----------------</td>
<td>----------</td>
<td>-------------</td>
<td>------------------------------------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>RS.MI-2: Incidents are mitigated</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>COBIT 5 APO12.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISO 62443-2-1:2009 4.3.4.5.6, 4.3.4.5.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NIST SP 800-53 Rev. 4 IR-4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>RS.MI-3: Newly identified vulnerabilities are mitigated or documented as accepted risks</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>COBIT 5 APO12.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISO/IEC 27001:2013 A.12.6.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NIST SP 800-53 Rev. 4 IR-4</td>
</tr>
<tr>
<td><strong>Improvements (RS.IM):</strong></td>
<td></td>
<td></td>
<td>Organizational response activities are improved by incorporating lessons learned from current and previous detection/response activities.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>RS.IM-1: Response plans incorporate lessons learned</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>COBIT 5 BAI01.13</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISO 62443-2-1:2009 4.3.4.5.10, 4.4.3.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISO/IEC 27001:2013 A.16.1.6, Clause 10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NIST SP 800-53 Rev. 4 CP-2, IR-4, IR-8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>RS.IM-2: Response strategies are updated</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>COBIT 5 BAI01.13</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISO/IEC 27001:2013 A.16.1.6, Clause 10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NIST SP 800-53 Rev. 4 CP-2, IR-4, IR-8</td>
</tr>
<tr>
<td><strong>RECOVER (RC)</strong></td>
<td></td>
<td></td>
<td><strong>Recovery Planning (RC.RP):</strong> Recovery processes and procedures are executed and maintained to ensure restoration of systems or assets affected by cybersecurity incidents.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>RC.RP-1: Recovery plan is executed during or after a cybersecurity incident</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>COBIT 5 APO12.06, DSS02.05, DSS03.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISO/IEC 27001:2013 A.16.1.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NIST SP 800-53 Rev. 4 CP-10, IR-4, IR-8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Improvements (RC.IM):</strong> Recovery planning and processes are improved by incorporating lessons learned into future activities.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>RC.IM-1: Recovery plans incorporate lessons learned</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>COBIT 5 APO12.06, BAI05.07, DSS04.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISO 62443-2-1:2009 4.4.3.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISO/IEC 27001:2013 A.16.1.6, Clause 10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NIST SP 800-53 Rev. 4 CP-2, IR-4, IR-8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>RC.IM-2: Recovery strategies are updated</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>COBIT 5 APO12.06, BAI07.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISO/IEC 27001:2013 A.16.1.6, Clause 10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NIST SP 800-53 Rev. 4 CP-2, IR-4, IR-8</td>
</tr>
</tbody>
</table>
### Function

<table>
<thead>
<tr>
<th>Category</th>
<th>Subcategory</th>
<th>Informative References</th>
</tr>
</thead>
</table>
| **Communications (RC.CO):** Restoration activities are coordinated with internal and external parties (e.g. coordinating centers, Internet Service Providers, owners of attacking systems, victims, other CSIRTs, and vendors). | **RC.CO-1:** Public relations are managed | COBIT 5 EDM03.02  
ISO/IEC 27001:2013 A.6.1.4, Clause 7.4 |
| | **RC.CO-2:** Reputation is repaired after an incident | COBIT 5 MEA03.02  
ISO/IEC 27001:2013 Clause 7.4 |
| | **RC.CO-3:** Recovery activities are communicated to internal and external stakeholders as well as executive and management teams | COBIT 5 APO12.06  
ISO/IEC 27001:2013 Clause 7.4  
NIST SP 800-53 Rev. 4 CP-2, IR-4 |

Information regarding Informative References described in Appendix A may be found at the following locations:

- Control Objectives for Information and Related Technology (COBIT): [http://www.isaca.org/COBIT/Pages/default.aspx](http://www.isaca.org/COBIT/Pages/default.aspx)
- CIS Critical Security Controls for Effective Cyber Defense (CIS Controls): [https://www.cisecurity.org](https://www.cisecurity.org)

Informative References are only mapped to the control level, though any control enhancement might be found useful in achieving a subcategory outcome.

Mappings between the Framework Core Subcategories and the specified sections in the Informative References are not intended to definitively determine whether the specified sections in the Informative References provide the desired Subcategory outcome.

Informative References are not exhaustive, in that not every element (e.g., control, requirement) of a given Informative Reference is mapped to Framework Core Subcategories.
**Appendix B: Glossary**

This appendix defines selected terms used in the publication.

<table>
<thead>
<tr>
<th>Table 3: Framework Glossary</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Buyer</strong></td>
</tr>
<tr>
<td><strong>Category</strong></td>
</tr>
<tr>
<td><strong>Critical Infrastructure</strong></td>
</tr>
<tr>
<td><strong>Cybersecurity</strong></td>
</tr>
<tr>
<td><strong>Cybersecurity Event</strong></td>
</tr>
<tr>
<td><strong>Cybersecurity Incident</strong></td>
</tr>
<tr>
<td><strong>Detect (function)</strong></td>
</tr>
<tr>
<td><strong>Framework</strong></td>
</tr>
<tr>
<td><strong>Framework Core</strong></td>
</tr>
<tr>
<td><strong>Framework Implementation Tier</strong></td>
</tr>
<tr>
<td><strong>Framework Profile</strong></td>
</tr>
<tr>
<td>-----------------------</td>
</tr>
<tr>
<td><strong>Function</strong></td>
</tr>
<tr>
<td><strong>Identify (function)</strong></td>
</tr>
<tr>
<td><strong>Informative Reference</strong></td>
</tr>
<tr>
<td><strong>Mobile Code</strong></td>
</tr>
<tr>
<td><strong>Protect (function)</strong></td>
</tr>
<tr>
<td><strong>Privileged User</strong></td>
</tr>
<tr>
<td><strong>Recover (function)</strong></td>
</tr>
<tr>
<td><strong>Respond (function)</strong></td>
</tr>
<tr>
<td><strong>Risk</strong></td>
</tr>
<tr>
<td><strong>Risk Management</strong></td>
</tr>
<tr>
<td><strong>Subcategory</strong></td>
</tr>
<tr>
<td><strong>Supplier</strong></td>
</tr>
<tr>
<td>-------------------</td>
</tr>
<tr>
<td><strong>Taxonomy</strong></td>
</tr>
</tbody>
</table>
# Appendix C: Acronyms

This appendix defines selected acronyms used in the publication.

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANSI</td>
<td>American National Standards Institute</td>
</tr>
<tr>
<td>CEA</td>
<td>Cybersecurity Enhancement Act of 2014</td>
</tr>
<tr>
<td>CIS</td>
<td>Center for Internet Security</td>
</tr>
<tr>
<td>COBIT</td>
<td>Control Objectives for Information and Related Technology</td>
</tr>
<tr>
<td>CPS</td>
<td>Cyber-Physical Systems</td>
</tr>
<tr>
<td>CSC</td>
<td>Critical Security Control</td>
</tr>
<tr>
<td>DHS</td>
<td>Department of Homeland Security</td>
</tr>
<tr>
<td>EO</td>
<td>Executive Order</td>
</tr>
<tr>
<td>ICS</td>
<td>Industrial Control Systems</td>
</tr>
<tr>
<td>IEC</td>
<td>International Electrotechnical Commission</td>
</tr>
<tr>
<td>IoT</td>
<td>Internet of Things</td>
</tr>
<tr>
<td>IR</td>
<td>Interagency Report</td>
</tr>
<tr>
<td>ISA</td>
<td>International Society of Automation</td>
</tr>
<tr>
<td>ISAC</td>
<td>Information Sharing and Analysis Center</td>
</tr>
<tr>
<td>ISAO</td>
<td>Information Sharing and Analysis Organization</td>
</tr>
<tr>
<td>ISO</td>
<td>International Organization for Standardization</td>
</tr>
<tr>
<td>IT</td>
<td>Information Technology</td>
</tr>
<tr>
<td>NIST</td>
<td>National Institute of Standards and Technology</td>
</tr>
<tr>
<td>OT</td>
<td>Operational Technology</td>
</tr>
<tr>
<td>PII</td>
<td>Personally Identifiable Information</td>
</tr>
<tr>
<td>RFI</td>
<td>Request for Information</td>
</tr>
<tr>
<td>RMP</td>
<td>Risk Management Process</td>
</tr>
<tr>
<td>SCRAM</td>
<td>Supply Chain Risk Management</td>
</tr>
<tr>
<td>SP</td>
<td>Special Publication</td>
</tr>
</tbody>
</table>
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EXECUTIVE SUMMARY

In today’s world of smart phones, smart grids, and smart cars, companies are collecting, storing, and sharing more information about consumers than ever before. Although companies use this information to innovate and deliver better products and services to consumers, they should not do so at the expense of consumer privacy.

With this Report, the Commission calls on companies to act now to implement best practices to protect consumers’ private information. These best practices include making privacy the “default setting” for commercial data practices and giving consumers greater control over the collection and use of their personal data through simplified choices and increased transparency. Implementing these best practices will enhance trust and stimulate commerce.

This Report follows a preliminary staff report that the Federal Trade Commission ("FTC" or "Commission") issued in December 2010. The preliminary report proposed a framework for protecting consumer privacy in the 21st Century. Like this Report, the framework urged companies to adopt the following practices, consistent with the Fair Information Practice Principles first articulated almost 40 years ago:

♦ **Privacy by Design:** Build in privacy at every stage of product development;

♦ **Simplified Choice for Businesses and Consumers:** Give consumers the ability to make decisions about their data at a relevant time and context, including through a Do Not Track mechanism, while reducing the burden on businesses of providing unnecessary choices; and

♦ **Greater Transparency:** Make information collection and use practices transparent.

The Commission received more than 450 public comments in response to the preliminary report from various stakeholders, including businesses, privacy advocates, technologists and individual consumers. A wide range of stakeholders, including industry, supported the principles underlying the framework, and many companies said they were already following them. At the same time, many commenters criticized the slow pace of self-regulation, and argued that it is time for Congress to enact baseline privacy legislation. In this Report, the Commission addresses the comments and sets forth a revised, final privacy framework that adheres to, but also clarifies and fine-tunes, the basic principles laid out in the preliminary report.

Since the Commission issued the preliminary staff report, Congress has introduced both general privacy bills and more focused bills, including ones addressing Do Not Track and the privacy of teens. Industry has made some progress in certain areas, most notably, in responding to the preliminary report’s call for Do Not Track. In other areas, however, industry progress has been far slower. Thus, overall, consumers do not yet enjoy the privacy protections proposed in the preliminary staff report.

The Administration and certain Members of Congress have called for enactment of baseline privacy legislation. The Commission now also calls on Congress to consider enacting baseline privacy legislation and reiterates its call for data security legislation. The Commission is prepared to work with Congress and other stakeholders to craft such legislation. At the same time, the Commission urges industry to accelerate the pace of self-regulation.
The remainder of this Executive Summary describes key developments since the issuance of the preliminary report, discusses the most significant revisions to the proposed framework, and lays out several next steps.

DEVELOPMENTS SINCE ISSUANCE OF THE PRELIMINARY REPORT

In the last 40 years, the Commission has taken numerous actions to shape the consumer privacy landscape. For example, the Commission has sued dozens of companies that broke their privacy and security promises, scores of telemarketers that called consumers on the Do Not Call registry, and more than a hundred scammers peddling unwanted spam and spyware. Since it issued the initial staff report, the Commission has redoubled its efforts to protect consumer privacy, including through law enforcement, policy advocacy, and consumer and business education. It has also vigorously promoted self-regulatory efforts.

On the law enforcement front, since December 2010, the Commission:

- Brought enforcement actions against Google and Facebook. The orders obtained in these cases require the companies to obtain consumers’ affirmative express consent before materially changing certain of their data practices and to adopt strong, company-wide privacy programs that outside auditors will assess for 20 years. These orders will protect the more than one billion Google and Facebook users worldwide.
- Brought enforcement actions against online advertising networks that failed to honor opt outs. The orders in these cases are designed to ensure that when consumers choose to opt out of tracking by advertisers, their choice is effective.
- Brought enforcement actions against mobile applications that violated the Children’s Online Privacy Protection Act as well as applications that set default privacy settings in a way that caused consumers to unwittingly share their personal data.
- Brought enforcement actions against entities that sold consumer lists to marketers in violation of the Fair Credit Reporting Act.
- Brought actions against companies for failure to maintain reasonable data security.

On the policy front, since December 2010, the FTC and staff:

- Hosted two privacy-related workshops, one on child identity theft and one on the privacy implications of facial recognition technology.
- Testified before Congress ten times on privacy and data security issues.
- Consulted with other federal agencies, including the Federal Communications Commission, the Department of Health and Human Services, and the Department of Commerce, on their privacy initiatives. The Commission has supported the Department of Commerce’s initiative to convene stakeholders to develop privacy-related codes of conduct for different industry sectors.
- Released a survey of data collection disclosures by mobile applications directed to children.
- Proposed amendments to the Children’s Online Privacy Protection Act Rule.
On the education front, since December 2010, the Commission:

- Continued outreach efforts through the FTC’s consumer online safety portal, OnGuardOnline.gov, which provides information in a variety of formats – articles, games, quizzes, and videos – to help consumers secure their computers and protect their personal information. It attracts approximately 100,000 unique visitors per month.
- Published new consumer education materials on identity theft, Wi-Fi hot spots, cookies, and mobile devices.
- Sent warning letters to marketers of mobile apps that do background checks on individuals, educating them about the requirements of the Fair Credit Reporting Act.

To promote self-regulation, since December 2010, the Commission:

- Continued its call for improved privacy disclosures and choices, particularly in the area of online behavioral tracking. In response to this call, as well as to Congressional interest:
  - A number of Internet browser vendors developed browser-based tools for consumers to request that websites not track their online activities.
  - The World Wide Web Consortium, an Internet standard setting organization, is developing a universal web protocol for Do Not Track.
  - The Digital Advertising Alliance (“DAA”), a coalition of media and marketing organizations, has developed a mechanism, accessed through an icon that consumers can click, to obtain information about and opt out of online behavioral advertising. Additionally, the DAA has committed to preventing the use of consumers’ data for secondary purposes like credit and employment and honoring the choices about tracking that consumers make through the settings on their browsers.
  - Participated in the development of enforceable cross-border privacy rules for businesses to harmonize and enhance privacy protection of consumer data that moves between member countries of the forum on Asia Pacific Economic Cooperation.

THE FINAL REPORT

Based upon its analysis of the comments filed on the proposed privacy framework, as well as commercial and technological developments, the Commission is issuing this final Report. The final framework is intended to articulate best practices for companies that collect and use consumer data. These best practices can be useful to companies as they develop and maintain processes and systems to operationalize privacy and data security practices within their businesses. The final privacy framework contained in this Report is also intended to assist Congress as it considers privacy legislation. To the extent the framework goes beyond existing legal requirements, the framework is not intended to serve as a template for law enforcement actions or regulations under laws currently enforced by the FTC. While retaining the proposed framework’s fundamental best practices of privacy by design, simplified choice, and greater transparency, the Commission makes revised recommendations in three key areas in response to the comments.
First, the Commission makes changes to the framework’s scope. The preliminary report proposed that the privacy framework apply to all commercial entities that collect or use consumer data that can be reasonably linked to a specific consumer, computer, or other device. To address concerns about undue burdens on small businesses, the final framework does not apply to companies that collect only non-sensitive data from fewer than 5,000 consumers a year, provided they do not share the data with third parties. Commenters also expressed concern that, with improvements in technology and the ubiquity of public information, more and more data could be “reasonably linked” to a consumer, computer or device, and that the proposed framework provided less incentive for a business to try to de-identify the data it maintains. To address this issue, the Report clarifies that data is not “reasonably linkable” to the extent that a company: (1) takes reasonable measures to ensure that the data is de-identified; (2) publicly commits not to try to re-identify the data; and (3) contractually prohibits downstream recipients from trying to re-identify the data.

Second, the Commission revises its approach to how companies should provide consumers with privacy choices. To simplify choice for both consumers and businesses, the proposed framework set forth a list of five categories of “commonly accepted” information collection and use practices for which companies need not provide consumers with choice (product fulfillment, internal operations, fraud prevention, legal compliance and public purpose, and first-party marketing). Several business commenters expressed concern that setting these “commonly accepted practices” in stone would stifle innovation. Other commenters expressed the concern that the “commonly accepted practices” delineated in the proposed framework were too broad and would allow a variety of practices to take place without consumer consent.

In response to these concerns, the Commission sets forth a modified approach that focuses on the context of the consumer’s interaction with the business. Under this approach, companies do not need to provide choice before collecting and using consumers’ data for practices that are consistent with the context of the transaction, consistent with the company’s relationship with the consumer, or as required or specifically authorized by law. Although many of the five “commonly accepted practices” identified in the preliminary report would generally meet this standard, there may be exceptions. The Report provides examples of how this new “context of the interaction” standard would apply in various circumstances.

Third, the Commission recommends that Congress consider enacting targeted legislation to provide greater transparency for, and control over, the practices of information brokers. The proposed framework recommended that companies provide consumers with reasonable access to the data the companies maintain about them, proportionate to the sensitivity of the data and the nature of its use. Several commenters discussed in particular the importance of consumers’ ability to access information that information brokers have about them. These commenters noted the lack of transparency about the practices of information brokers, who often buy, compile, and sell a wealth of highly personal information about consumers but never interact directly with them. Consumers are often unaware of the existence of these entities, as well as the purposes for which they collect and use data.

The Commission agrees that consumers should have more control over the practices of information brokers and believes that appropriate legislation could help address this goal. Any such legislation could be
modeled on a bill that the House passed on a bipartisan basis during the 111th Congress, which included a procedure for consumers to access and dispute personal data held by information brokers.

**IMPLEMENTATION OF THE PRIVACY FRAMEWORK**

While Congress considers privacy legislation, the Commission urges industry to accelerate the pace of its self-regulatory measures to implement the Commission’s final privacy framework. Although some companies have excellent privacy and data security practices, industry as a whole must do better. Over the course of the next year, Commission staff will promote the framework’s implementation by focusing its policymaking efforts on five main action items, which are highlighted here and discussed further throughout the report.

♦ **Do Not Track:** As discussed above, industry has made significant progress in implementing Do Not Track. The browser vendors have developed tools that consumers can use to signal that they do not want to be tracked; the Digital Advertising Alliance (“DAA”) has developed its own icon-based tool and has committed to honor the browser tools; and the World Wide Web Consortium (“W3C”) has made substantial progress in creating an international standard for Do Not Track. However, the work is not done. The Commission will work with these groups to complete implementation of an easy-to-use, persistent, and effective Do Not Track system.

♦ **Mobile:** The Commission calls on companies providing mobile services to work toward improved privacy protections, including the development of short, meaningful disclosures. To this end, FTC staff has initiated a project to update its business guidance about online advertising disclosures. As part of this project, staff will host a workshop on May 30, 2012 and will address, among other issues, mobile privacy disclosures and how these disclosures can be short, effective, and accessible to consumers on small screens. The Commission hopes that the workshop will spur further industry self-regulation in this area.

♦ **Data Brokers:** To address the invisibility of, and consumers’ lack of control over, data brokers’ collection and use of consumer information, the Commission supports targeted legislation – similar to that contained in several of the data security bills introduced in the 112th Congress – that would provide consumers with access to information about them held by a data broker. To further increase transparency, the Commission calls on data brokers that compile data for marketing purposes to explore creating a centralized website where data brokers could (1) identify themselves to consumers and describe how they collect and use consumer data and (2) detail the access rights and other choices they provide with respect to the consumer data they maintain.

♦ **Large Platform Providers:** To the extent that large platforms, such as Internet Service Providers, operating systems, browsers, and social media seek, to comprehensively track consumers’ online activities, it raises heightened privacy concerns. To further explore privacy and other issues related to this type of comprehensive tracking, FTC staff intends to host a public workshop in the second half of 2012.
Promoting Enforceable Self-Regulatory Codes: The Department of Commerce, with the support of key industry stakeholders, is undertaking a project to facilitate the development of sector-specific codes of conduct. FTC staff will participate in that project. To the extent that strong privacy codes are developed, the Commission will view adherence to such codes favorably in connection with its law enforcement work. The Commission will also continue to enforce the FTC Act to take action against companies that engage in unfair or deceptive practices, including the failure to abide by self-regulatory programs they join.
The final privacy framework is intended to articulate best practices for companies that collect and use consumer data. These best practices can be useful to companies as they develop and maintain processes and systems to operationalize privacy and data security practices within their businesses. The final privacy framework contained in this report is also intended to assist Congress as it considers privacy legislation. To the extent the framework goes beyond existing legal requirements, the framework is not intended to serve as a template for law enforcement actions or regulations under laws currently enforced by the FTC.

**SCOPE**

**Final Scope:** The framework applies to all commercial entities that collect or use consumer data that can be reasonably linked to a specific consumer, computer, or other device, unless the entity collects only non-sensitive data from fewer than 5,000 consumers per year and does not share the data with third parties.

**PRIVACY BY DESIGN**

**Baseline Principle:** Companies should promote consumer privacy throughout their organizations and at every stage of the development of their products and services.

**A. The Substantive Principles**

**Final Principle:** Companies should incorporate substantive privacy protections into their practices, such as data security, reasonable collection limits, sound retention and disposal practices, and data accuracy.

**B. Procedural Protections to Implement the Substantive Principles**

**Final Principle:** Companies should maintain comprehensive data management procedures throughout the life cycle of their products and services.

**SIMPLIFIED CONSUMER CHOICE**

**Baseline Principle:** Companies should simplify consumer choice.

**A. Practices That Do Not Require Choice**

**Final Principle:** Companies do not need to provide choice before collecting and using consumer data for practices that are consistent with the context of the transaction or the company’s relationship with the consumer, or are required or specifically authorized by law.

To balance the desire for flexibility with the need to limit the types of practices for which choice is not required, the Commission has refined the final framework so that companies engaged in practices consistent with the context of their interaction with consumers need not provide choices for those practices.
B. Companies Should Provide Consumer Choice for Other Practices

**Final Principle:** For practices requiring choice, companies should offer the choice at a time and in a context in which the consumer is making a decision about his or her data. Companies should obtain affirmative express consent before (1) using consumer data in a materially different manner than claimed when the data was collected; or (2) collecting sensitive data for certain purposes.

The Commission commends industry's efforts to improve consumer control over online behavioral tracking by developing a Do Not Track mechanism, and encourages continued improvements and full implementation of those mechanisms.

---

**TRANSPARENCY**

**Baseline Principle:** Companies should increase the transparency of their data practices.

A. Privacy notices

**Final Principle:** Privacy notices should be clearer, shorter, and more standardized to enable better comprehension and comparison of privacy practices.

B. Access

**Final Principle:** Companies should provide reasonable access to the consumer data they maintain; the extent of access should be proportionate to the sensitivity of the data and the nature of its use.

The Commission has amplified its support for this principle by including specific recommendations governing the practices of information brokers.

C. Consumer Education

**Final Principle:** All stakeholders should expand their efforts to educate consumers about commercial data privacy practices.

---

**LEGALRecOMMENDATIONS**

The Commission now also calls on Congress to consider enacting baseline privacy legislation and reiterates its call for data security and data broker legislation. The Commission is prepared to work with Congress and other stakeholders to craft such legislation. At the same time, the Commission urges industry to accelerate the pace of self-regulation.

---

**FTC WILL ASSIST WITH IMPLEMENTATION IN FIVE KEY AREAS**

As discussed throughout the Commission’s final Report, there are a number of specific areas where policy makers have a role in assisting with the implementation of the self-regulatory principles that make up the final privacy framework. Areas where the FTC will be active over the course of the next year include the following:

1. Do Not Track

Industry has made significant progress in implementing Do Not Track. The browser vendors have developed tools that consumers can use to signal that they do not want to be tracked; the DAA has developed its own icon-based tool and has committed to honor the browser tools; and the W3C has made substantial progress in creating an international standard for Do Not Track. However, the work is not done. The Commission will work with these groups to complete implementation of an easy-to-use, persistent, and effective Do Not Track system.
2. Mobile
The Commission calls on companies providing mobile services to work toward improved privacy protections, including the development of short, meaningful disclosures. To this end, FTC staff has initiated a project to update its business guidance about online advertising disclosures. As part of this project, staff will host a workshop on May 30, 2012 and will address, among other issues, mobile privacy disclosures and how these disclosures can be short, effective, and accessible to consumers on small screens. The Commission hopes that the workshop will spur further industry self-regulation in this area.

3. Data Brokers
To address the invisibility of, and consumers’ lack of control over, data brokers’ collection and use of consumer information, the Commission supports targeted legislation – similar to that contained in several of the data security bills introduced in the 112th Congress – that would provide consumers with access to information about them held by a data broker. To further increase transparency, the Commission calls on data brokers that compile data for marketing purposes to explore creating a centralized website where data brokers could (1) identify themselves to consumers and describe how they collect and use consumer data and (2) detail the access rights and other choices they provide with respect to the consumer data they maintain.

4. Large Platform Providers
To the extent that large platforms, such as Internet Service Providers, operating systems, browsers, and social media, seek to comprehensively track consumers’ online activities, it raises heightened privacy concerns. To further explore privacy and other issues related to this type of comprehensive tracking, FTC staff intends to host a public workshop in the second half of 2012.

5. Promoting Enforceable Self-Regulatory Codes
The Department of Commerce, with the support of key industry stakeholders, is undertaking a project to facilitate the development of sector-specific codes of conduct. FTC staff will participate in that project. To the extent that strong privacy codes are developed, the Commission will view adherence to such codes favorably in connection with its law enforcement work. The Commission will also continue to enforce the FTC Act to take action against companies that engage in unfair or deceptive practices, including the failure to abide by self-regulatory programs they join.

In all other areas, the Commission calls on individual companies, trade associations, and self-regulatory bodies to adopt the principles contained in the final privacy framework, to the extent they have not already done so. For its part, the FTC will focus its policy efforts on the five areas identified above, vigorously enforce existing laws, work with industry on self-regulation, and continue to target its education efforts on building awareness of existing data collection and use practices and the tools to control them.
I. INTRODUCTION

In December 2010, the Federal Trade Commission ("FTC" or "Commission") issued a preliminary staff report to address the privacy issues associated with new technologies and business models. The report outlined the FTC’s 40-year history of promoting consumer privacy through policy and enforcement work, discussed the themes and areas of consensus that emerged from the Commission’s “Exploring Privacy” roundtables, and set forth a proposed framework to guide policymakers and other stakeholders regarding best practices for consumer privacy. The proposed framework called on companies to build privacy protections into their business operations (i.e., adopt “privacy by design”), offer simplified choice mechanisms that give consumers more meaningful control, and increase the transparency of their data practices.

The preliminary report included a number of questions for public comment to assist and guide the Commission in developing a final privacy framework. The Commission received more than 450 comments from a wide variety of interested parties, including consumer and privacy advocates, individual companies and trade associations, academics, technologists, and domestic and foreign government agencies. Significantly, more than half of the comments came from individual consumers. The comments have helped the Commission refine the framework to better protect consumer privacy in today’s dynamic and rapidly changing marketplace.

In this Final Report, the Commission adopts staff’s preliminary framework with certain clarifications and revisions. The final privacy framework is intended to articulate best practices for companies that collect and use consumer data. These best practices can be useful to companies as they develop and maintain processes and systems to operationalize privacy and data security practices within their businesses. The final privacy framework contained in this Report is also intended to assist Congress as it considers privacy legislation. To the extent the framework goes beyond existing legal requirements, the framework is not intended to serve as a template for law enforcement actions or regulations under laws currently enforced by the FTC.

The Report highlights the developments since the FTC issued staff’s preliminary report, including the Department of Commerce’s parallel privacy initiative, proposed legislation, and actions by industry and other stakeholders. Next, it analyzes and responds to the main issues raised by the public comments. Based on those comments, as well as marketplace developments, the Report sets forth a revised privacy framework and legislative recommendations. Finally, the Report outlines a series of policy initiatives that FTC staff will undertake in the next year to assist industry with implementing the final framework as best practices.

---


2 Privacy by Design is an approach that Ann Cavoukian, Ph.D., Information and Privacy Commissioner, Ontario, Canada, has advocated. See Information and Privacy Commissioner, Ontario, Canada, Privacy by Design, http://privacybydesign.ca.
II. BACKGROUND

A. FTC ROUNDTABLES AND PRELIMINARY STAFF REPORT

Between December 2009 and March 2010, the FTC convened its “Exploring Privacy” roundtables. The roundtables brought together stakeholders representing diverse interests to evaluate whether the FTC’s existing approach to protecting consumer privacy was adequate in light of 21st Century technologies and business models. From these discussions, as well as submitted materials, a number of themes emerged. First, the collection and commercial use of consumer data in today’s society is ubiquitous and often invisible to consumers. Second, consumers generally lack full understanding of the nature and extent of this data collection and use and, therefore, are unable to make informed choices about it. Third, despite this lack of understanding, many consumers are concerned about the privacy of their personal information. Fourth, the collection and use of consumer data has led to significant benefits in the form of new products and services. Finally, the traditional distinction between personally identifiable information and “anonymous” data has blurred.

Participants also pointed to shortcomings in existing frameworks that have attempted to address privacy concerns. The “notice-and-choice model,” which encouraged companies to develop privacy policies describing their information collection and use practices, led to long, incomprehensible privacy policies that consumers typically do not read, let alone understand. The “harm-based model,” which focused on protecting consumers from specific harms – physical security, economic injury, and unwarranted intrusions into their daily lives – had been criticized for failing to recognize a wider range of privacy-related concerns, including reputational harm or the fear of being monitored. Participants noted that both of these privacy frameworks have struggled to keep pace with the rapid growth of technologies and business models that enable companies to collect and use consumers’ information in ways that often are invisible to consumers.

Building on the record developed at the roundtables and on its own enforcement and policymaking expertise, FTC staff proposed for public comment a framework for approaching privacy. The proposed framework included three major components. It called on companies to treat privacy as their “default setting” by implementing “privacy by design” throughout their regular business operations. The concept of privacy by design includes limitations on data collection and retention, as well as reasonable security and data accuracy. By considering and addressing privacy at every stage of product and service development,

---


4 See, e.g., 1st Roundtable, Remarks of Fred Cate, Indiana University Maurer School of Law, at 280-81; 1st Roundtable, Remarks of Lorrie Cranor, Carnegie Mellon University, at 129; see also Written Comment of Fred Cate, 2nd Roundtable, Consumer Protection in the Age of the ‘Information Economy,’ cmt. #544506-00057, at 343-79.

5 See, e.g., 1st Roundtable, Remarks of Marc Rotenberg, Electronic Privacy Information Center, at 301; 1st Roundtable, Remarks of Leslie Harris, Center for Democracy & Technology, at 36-38; 1st Roundtable, Remarks of Susan Grant, Consumer Federation of America, at 38-39.

companies can shift the burden away from consumers who would otherwise have to seek out privacy-protective practices and technologies. The proposed framework also called on companies to simplify consumer choice by presenting important choices – in a streamlined way – to consumers at the time they are making decisions about their data. As part of the call for simplified choice, staff asked industry to develop a mechanism that would allow consumers to more easily control the tracking of their online activities, often referred to as “Do Not Track.” Finally, the framework focused on improving consumer understanding of commercial data practices (“transparency”) and called on companies – both those that interact directly with consumers and those that lack a consumer interface – to improve the transparency of their practices. As discussed below, the Commission received a large number of thoughtful and informative comments regarding each of the framework’s elements. These comments have allowed the Commission to refine the framework and to provide further guidance regarding its implementation.

B. DEPARTMENT OF COMMERCE PRIVACY INITIATIVES

In a related effort to examine privacy, in May 2010, the Department of Commerce (“DOC” or “Commerce”) convened a public workshop to discuss how to balance innovation, commerce, and consumer privacy in the online context. Based on the input received from the workshop, as well as related research, on December 16, 2010, the DOC published for comment a strategy paper outlining privacy recommendations and proposed initiatives. Following the public comment period, on February 23, 2012, the Administration issued its final “White Paper” on consumer privacy. The White Paper recommends that Congress enact legislation to implement a Consumer Privacy Bill of Rights based on the Fair Information Practice Principles (“FIPPs”). In addition, the White Paper calls for a multistakeholder process to determine how to apply the Consumer Privacy Bill of Rights in different business contexts. Commerce issued a Notice of Inquiry on March 5, 2012, asking for public input on both the process for convening stakeholders on this project, as well as the proposed subject areas to be discussed.

Staff from the FTC and Commerce worked closely to ensure that the agencies’ privacy initiatives are complementary. Personnel from each agency actively participated in both the DOC and FTC initiatives, and have also communicated regularly on how best to develop a meaningful, effective, and consistent approach to privacy protection. Going forward, the agencies will continue to work collaboratively to guide implementation of these complementary privacy initiatives.

---


C. LEGISLATIVE PROPOSALS AND EFFORTS BY STAKEHOLDERS

Since Commission staff released its preliminary report in December 2010, there have been a number of significant legislative proposals, as well as steps by industry and other stakeholders, to promote consumer privacy.

1. DO NOT TRACK

The preliminary staff report called on industry to create and implement a mechanism to allow consumers to control the collection and use of their online browsing data, often referred to as “Do Not Track.” Bills introduced in the House and the Senate specifically address the creation of Do Not Track mechanisms, and, if enacted, would mandate that the Commission promulgate regulations to establish standards for a Do Not Track regime.11

In addition to the legislative proposals calling for the creation of Do Not Track, staff’s preliminary report recommendation triggered significant progress by various industry sectors to develop tools to allow consumers to control online tracking. A number of browser vendors – including Mozilla, Microsoft, and Apple – announced that the latest versions of their browsers permit consumers to instruct websites not to track their activities across websites.12 Mozilla has also introduced a mobile browser for Android devices that enables Do Not Track.13 The online advertising industry has also established an important program. The Digital Advertising Alliance (“DAA”), an industry coalition of media and marketing associations, has developed an initiative that includes an icon embedded in behaviorally targeted online ads.14 When consumers click on the icon, they can see information about how the ad was targeted and delivered to them and they are given the opportunity to opt out of such targeted advertising. The program’s recent growth and implementation has been significant. In addition, the DAA has committed to preventing the use of consumers’ data for secondary purposes like credit and employment decisions. The DAA has also agreed to honor the choices about tracking that consumers make through settings on their web browsers. This will provide consumers two ways to opt out: through the DAA’s icon in advertisements or through their browser settings. These steps demonstrate the online advertising industry’s support for privacy and consumer choice.


Finally, the World Wide Web Consortium ("W3C")\(^{15}\) convened a working group to create a universal standard for Do Not Track. The working group includes DAA member companies, other U.S. and international companies, industry groups, and consumer groups. The W3C group has made substantial progress toward a standard that is workable in the desktop and mobile settings, and has published two working drafts of its standard documents. The group’s goal is to complete a consensus standard in the coming months.

2. OTHER PRIVACY INITIATIVES

Beyond the Do Not Track developments, broader initiatives to improve consumer privacy are underway in Congress, Federal agencies, and the private sector. For example, Congress is considering several general privacy bills that would establish a regulatory framework for protecting consumer privacy by improving transparency about the commercial uses of personal information and providing consumers with choice about such use.\(^{16}\) The bills would also provide the Commission rulemaking authority concerning, among other things, notice, consent, and the transfer of information to third parties.

In the House of Representatives, Members have introduced bipartisan legislation to amend the Children’s Online Privacy Protection Act\(^{17}\) ("COPPA") and establish other protections for children and teens.\(^{18}\) The bill would prohibit the collection and use of minors’ information for targeted marketing and would require websites to permit the deletion of publicly available information of minors. Members of Congress also introduced a number of other bills addressing data security and data breach notification in 2011.\(^{19}\)

---

\(^{15}\) The W3C is an international standard-setting body that works “to lead the World Wide Web to its full potential by developing protocols and guidelines that ensure the long-term growth of the Web.” See W3C Mission, http://www.w3.org/Consortium/mission.html.


Federal agencies have taken significant steps to improve consumer privacy as well. For its part, since issuing the preliminary staff report, the FTC has resolved seven data security cases, obtained orders against Google, Facebook, and online ad networks, and challenged practices that violate sector-specific privacy laws like the Fair Credit Reporting Act (“FCRA”) and COPPA. The Commission has also proposed amendments to the COPPA Rule to address changes in technology. The comment period on the Proposed Rulemaking ran through December 23, 2011, and the Commission is currently reviewing the comments received. Additionally, the Commission has hosted public workshops on discrete privacy issues such as child identity theft and the use of facial recognition technology.

Other federal agencies have also begun examining privacy issues. In 2011, the Federal Communications Commission (“FCC”) hosted a public forum to address privacy concerns associated with location-based services. The Department of Health and Human Services (“HHS”) hosted a forum on medical identity theft, developed a model privacy notice for personal health records, and is developing legislative recommendations on privacy and security for such personal health records. In addition, HHS recently launched an initiative to identify privacy and security best practices for using mobile devices in health care settings.

---


The private sector has taken steps to enhance user privacy and security as well. For example, Google and Facebook have improved authentication mechanisms to give users stronger protection against compromised passwords. Also, privacy-enhancing technologies such as the HTTPS Everywhere browser add-on have given users additional tools to encrypt their information in transit. On the mobile front, the Mobile Marketing Association released its Mobile Application Privacy Policy. This document provides guidance on privacy principles for application (“app”) developers and discusses how to inform consumers about the collection and use of their data. Despite these developments, as explained below, industry still has more work to do to promote consumer privacy.

III. MAIN THEMES FROM COMMENTERS

The more than 450 comments filed in response to the preliminary staff report addressed three overarching issues: how privacy harms should be articulated; the value of global interoperability of different privacy regimes; and the desirability of baseline privacy legislation to augment self-regulatory efforts. Those comments, and the Commission’s analysis, are discussed below.

A. ARTICULATION OF PRIVACY HARMs

There was broad consensus among commenters that consumers need basic privacy protections for their personal information. This is true particularly in light of the complexity of the current personal data ecosystem. Some commenters also stated that the Commission should recognize a broader set of privacy harms than those involving physical and economic injury. For example, one commenter cited complaints from consumers who had been surreptitiously tracked and targeted with prescription drug offers and other health-related materials regarding sensitive medical conditions.

At the same time, some commenters questioned whether the costs of broader privacy protections were justified by the anticipated benefits. Relatedly, many commenters raised concerns about how wider privacy protections would affect innovation and the ability to offer consumers beneficial new products and services.

30 See Comment of TRUSTe, cmt. #00450, at 3; Comment of Berlin Commissioner for Data Protection & Freedom of Information, cmt. #00484, at 1.
31 See Comment of Patient Privacy Rights, cmt. #00470, at 2.
32 See Comment of Technology Policy Institute, cmt. #00301, at 5-8; Comment of Experian, cmt. #00398, at 9-11; Comment of Global Privacy Alliance, cmt. #00367, at 6-7.
33 See Comment of Facebook, Inc., cmt. #00413, at 1-2, 7-8; Comment of Google, Inc., cmt. #00417, at 4; Comment of Global Privacy Alliance, cmt. #00367, at 16.
The Commission agrees that the range of privacy-related harms is more expansive than economic or physical harm or unwarranted intrusions and that any privacy framework should recognize additional harms that might arise from unanticipated uses of data. These harms may include the unexpected revelation of previously private information, including both sensitive information (e.g., health information, precise geolocation information) and less sensitive information (e.g., purchase history, employment history) to unauthorized third parties. As one example, in the Commission’s case against Google, the complaint alleged that Google used the information of consumers who signed up for Gmail to populate a new social network, Google Buzz. The creation of that social network in some cases revealed previously private information about Gmail users’ most frequent email contacts. Similarly, the Commission’s complaint against Facebook alleged that Facebook’s sharing of users’ personal information beyond their privacy settings was harmful. Like these enforcement actions, a privacy framework should address practices that unexpectedly reveal previously private information even absent physical or financial harm, or unwarranted intrusions.

In terms of weighing costs and benefits, although it recognizes that imposing new privacy protections will not be costless, the Commission believes doing so not only will help consumers but also will benefit businesses by building consumer trust in the marketplace. Businesses frequently acknowledge the importance of consumer trust to the growth of digital commerce and surveys support this view. For

34 One former FTC Chairman, in analyzing a spyware case, emphasized that consumers should have control over what is on their computers. Chairman Majoras issued the following statement in connection with the Commission’s settlement against Sony BMG resolving claims about the company’s installation of invasive tracking software: “Consumers’ computers belong to them, and companies must adequately disclose unexpected limitations on the customary use of their products so consumers can make informed decisions regarding whether to purchase and install that content.” Press Release, FTC, Sony BMG Settles FTC Charges (Jan. 30, 2007), available at http://www.ftc.gov/opa/2007/01/sony.shtm; see also Walt Mossberg, Despite Others’ Claims, Tracking Cookies Fit My Spyware Definition, ALLTHINGSD (July 14, 2005, 12:01 AM), http://allthingsd.com/20050714/tracking-cookies/ (“Suppose you bought a TV set that included a component to track what you watched, and then reported that data back to a company that used or sold it for advertising purposes. Only nobody told you the tracking technology was there or asked your permission to use it. You would likely be outraged at this violation of privacy. Yet that kind of Big Brother intrusion goes on everyday on the Internet . . . [with tracking cookies].”).


37 Although the complaint against Google alleged that the company used deceptive tactics and violated its own privacy promises when it launched Google Buzz, even in the absence of such misrepresentations, revealing previously-private consumer data could cause consumer harm. See Press Release, FTC, FTC Charges Deceptive Privacy Practices in Google’s Rollout of its Buzz Social Network (Mar. 30, 2011), available at http://www.ftc.gov/opa/2011/03/google.shtm (noting that in response to the Buzz launch, Google received thousands of complaints from consumers who were concerned about public disclosure of their email contacts which included, in some cases, ex-spouses, patients, students, employers, or competitors).

example, in the online behavioral advertising area, a recent survey shows that consumers feel better about brands that give them transparency and control over advertisements.\(^{39}\)

Companies offering consumers information about behavioral advertising and the tools to opt out of it have also found increased customer engagement. In its comment, Google noted that visitors to its Ads Preference Manager are far more likely to edit their interest settings and remain opted in rather than to opt out.\(^{40}\) Similarly, another commenter conducted a study showing that making its customers aware of its privacy and data security principles – including restricting the sharing of customer data, increasing the transparency of data practices, and providing access to the consumer data it maintains – significantly increased customer trust in its company.\(^{41}\)

In addition, some companies appear to be competing on privacy. For example, one company offers an Internet search service that it promotes as being far more privacy-sensitive than other search engines.\(^{42}\) Similarly, in response to Google’s decision to change its privacy policies to allow tracking of consumers across different Google products, Microsoft encouraged consumers to switch to Microsoft’s more privacy-protective products and services.\(^{43}\)

The privacy framework is designed to be flexible to permit and encourage innovation. Companies can implement the privacy protections of the framework in a way that is proportional to the nature, sensitivity, and amount of data collected as well as to the size of the business at issue. For example, the framework does not include rigid provisions such as specific disclosures or mandatory data retention and destruction periods. And, as discussed below, the framework streamlines communications for businesses and consumers alike by requiring consumer choice mechanisms only for data practices that are inconsistent with the context of a particular transaction or the business relationship with the consumer.\(^{44}\)

**B. GLOBAL INTEROPERABILITY**

Reflecting differing legal, policy, and constitutional regimes, privacy frameworks around the world vary considerably. Many commenters cited the value to both consumers and businesses of promoting more consistent and interoperable approaches to protecting consumer privacy internationally. These commenters stated that consistency between different privacy regimes reduces companies’ costs, promotes international competitiveness, and increases compliance with privacy standards.\(^{45}\)

\(^{39}\) *See RESEARCH: Consumers Feel Better About Brands That Give Them Transparency and Control Over Ads*, EVIDON BLOG (Nov. 10, 2010), http://blog.evidon.com/tag/better-advertising (“when advertisers empower consumers with information and control over the ads they receive, a majority feels more positive toward those brands, and 36% even become more likely to purchase from those brands”).

\(^{40}\) *See Comment of Google Inc.*, cmt. #00417, at 4.

\(^{41}\) *See Comment of Intuit, Inc.*, cmt. #00348, at 6-8 (“The more transparent (meaning open, simple and clear) the company is, the more customer trust increases. . . .”).

\(^{42}\) *See DuckDuckGo, Privacy Policy*, https://duckduckgo.com/privacy.html.

\(^{43}\) *See Frank X. Shaw, Gone Google? Got Concerns? We Have Alternatives*, THE OFFICIAL MICROSOFT BLOG (Feb. 1, 2012, 2:00 AM), http://blogs.technet.com/b/microsoft_blog/archive/2012/02/01/gone-google-got-concerns-we-have-alternatives.aspx.

\(^{44}\) *See infra* at Section IV.C.1.a.

\(^{45}\) *See Comment of AT&T Inc.*, cmt. #00420, at 12-13; *Comment of IBM*, cmt. #00433, at 2; *see also Comment of General Electric*, cmt. #00392, at 3 (encouraging international harmonization).
The Commission agrees there is value in greater interoperability among data privacy regimes as consumer data is increasingly transferred around the world. Meaningful protection for such data requires convergence on core principles, an ability of legal regimes to work together, and enhanced cross-border enforcement cooperation. Such interoperability is better for consumers, whose data will be subject to more consistent protection wherever it travels, and more efficient for businesses by reducing the burdens of compliance with differing, and sometimes conflicting, rules. In short, as the Administration White Paper notes, global interoperability “will provide more consistent protections for consumers and lower compliance burdens for companies.”

Efforts underway around the world to re-examine current approaches to protecting consumer privacy indicate an interest in convergence on overarching principles and a desire to develop greater interoperability. For example, the Commission’s privacy framework is consistent with the nine privacy principles set forth in the 2004 Asia-Pacific Economic Cooperation (“APEC”) Privacy Framework. Those principles form the basis for ongoing APEC work to implement a cross-border privacy rules system to facilitate data transfers among the 21 APEC member economies, including the United States. In 2011, the Organization for Economic Cooperation and Development (“OECD”) issued a report re-examining its seminal 1980 Privacy Guidelines in light of technological changes over the past thirty years. Further, the European Commission has recently proposed legislation updating its 1995 data protection directive and proposed an overhaul of the European Union approach that focuses on many of the issues raised elsewhere in this report as well as issues relating to international transfers and interoperability. These efforts reflect a commitment to many of the high-level principles embodied in the FTC’s framework – increased transparency and consumer control, the need for privacy protections to be built into basic business practices, and the importance of accountability and enforcement. They also reflect a shared international interest in having systems that work better with each other, and are thus better for consumers.

47 The nine principles in the APEC Privacy Framework are preventing harm, notice, collection limitations, uses of personal information, choice, integrity of personal information, security safeguards, access and correction, accountability. Businesses have developed a code of conduct based on these nine principles and will obtain third-party certification of their compliance. A network of privacy enforcement authorities from participating APEC economies, such as the FTC, will be able to take enforcement actions against companies that violate their commitments under the code of conduct. See Press Release, FTC, FTC Welcomes a New Privacy System for the Movement of Consumer Data Between the United States and Other Economies in the Asia-Pacific Region (Nov. 14, 2011), available at http://www.ftc.gov/opa/2011/11/apec.shtm).
C. LEGISLATION TO AUGMENT SELF-REGULATORY EFFORTS

Numerous comments, including those from large industry stakeholders, consumer and privacy advocates, and individual consumers supported some form of baseline privacy legislation that incorporates the FIPPs. Business commenters noted that legislation would help provide legal certainty, serve as a key mechanism for building trust among customers, and provide a way to fill gaps in existing sector-based laws. Consumer and privacy advocates cited the inability of self-regulation to provide comprehensive and long-lasting protection for consumers. One such commenter cited the fact that many self-regulatory initiatives that arose in response to the Commission's 2000 recommendation for privacy legislation were short-lived and failed to provide long-term privacy protections for consumers.

At the same time, a number of commenters raised concerns about government action beyond providing guidance for self-regulatory programs. Some cautioned the FTC about taking an approach that might impede industry’s ability to innovate and develop new products and services in a rapidly changing marketplace. Others noted that a regulatory approach could lead to picking “winners and losers” among particular technologies and business models and called for a technology-neutral approach. Commenters also argued that it might be impractical to craft omnibus standards or rules that would apply broadly across different business sectors.

The Commission agrees that, to date, self-regulation has not gone far enough. In most areas, with the notable exception of efforts surrounding Do Not Track, there has been little self-regulation. For example, the FTC’s recent survey of mobile apps marketed to children revealed that many of these apps fail to provide any disclosure about the extent to which they collect and share consumers’ personal data. Similarly, efforts

50 See, e.g., Comment of eBay, cmt. #00374, at 2; Comment of Intel Corp., cmt. #00246, at 3-7; Comment of Microsoft Corp., cmt. #00395, at 4; Comment of Intuit, Inc., cmt. #00348, at 13-14; Comment of Center for Democracy & Technology, cmt. #00469, at 1, 7; Comment of Gregory Byrd, cmt. #00144, at 1; Comment of Ellen Klinefelter, cmt. #00095, at 1.
51 See Comment of Microsoft Corp., cmt. #00395, at 4.
52 See Comment of Intel Corp., cmt. #00246, at 3.
53 See Comment of Intuit, Inc., cmt. #00348, at 13.
54 See Comment of Electronic Privacy Information Center, cmt. #00386, at 2; Comment of World Privacy Forum, cmt. #00376, at 2-3, 8-17.
55 See Comment of World Privacy Forum, cmt. #00376, at 2-3, 8-17.
56 See Comment of Consumer Data Industry Ass’n, cmt. #00363, at 4-5; Comment of American Catalog Mailers Ass’n, cmt. #00424, at 3; Comment of Facebook, Inc., cmt. #00143, at 13-14; Comment of Google Inc., cmt. #00417, at 8; Comment of Verizon, cmt. #00428, at 2-3, 6-7, 14-17; Comment of Mortgage Bankers Ass’n, cmt. #00308, at 2; Comment of National Cable & Telecommunications Ass’n, cmt. #00432, at 3, 5, 7-13; Comment of CTIA – The Wireless Ass’n, cmt. #00375, at 15.
57 See Comment of National Cable & Telecommunications Ass’n, cmt. #00432, at 32-37; Comment of US Telecom, cmt. #00411, at 5-7; Comment of Verizon, cmt. #00428, at 4-6; Comment of Direct Marketing Ass’n, Inc., cmt. #00449, at 5-6.
58 See Comment of Consumer Data Industry Ass’n, cmt. #00363, at 4-6; see also Comment of CTIA - The Wireless Ass’n, cmt. #00375, at 8-11; Comment of Direct Marketing Ass’n, Inc., cmt. #00449, at 13.
of the data broker industry to establish self-regulatory rules concerning consumer privacy have fallen short.\textsuperscript{60} These examples illustrate that even in some well-established markets, basic privacy concepts like transparency about the nature of companies' data practices and meaningful consumer control are absent. This absence erodes consumer trust.

There is also widespread evidence of data breaches and vulnerabilities related to consumer information.\textsuperscript{61} Published reports indicate that some breaches may have resulted from the unintentional release of consumer data, for which companies later apologized and took action to address.\textsuperscript{62} Other incidents involved planned releases or uses of data by companies that ultimately did not occur due to consumer and public backlash.\textsuperscript{63} Still other incidents involved companies' failure to take reasonable precautions and resulted in FTC consent decrees. These incidents further undermine consumer trust, which is essential for business growth and innovation.\textsuperscript{64}

The ongoing and widespread incidents of unauthorized or improper use and sharing of personal information are evidence of two points. First, companies that do not intend to undermine consumer privacy simply lack sufficiently clear standards to operate and innovate while respecting the expectations of consumers. Second, companies that do seek to cut corners on consumer privacy do not have adequate legal incentives to curtail such behavior.

To provide clear standards and appropriate incentives to ensure basic privacy protections across all industry sectors, in addition to reiterating its call for federal data security legislation,\textsuperscript{65} the Commission calls

\begin{flushleft}
\textsuperscript{60} See Comment of Center for Democracy & Technology, cmt. #00469, at 2-3; Comment of World Privacy Forum, cmt. #00376, at 2-3. Discussed more fully infra at Section IV.D.2.a.
\textsuperscript{64} Surveys of consumer attitudes towards privacy conducted in the past year are illuminating. For example, a USA Today/Gallup poll indicated that a majority of the Facebook members or Google users surveyed were “very” or “somewhat concerned” about their privacy while using these services. Lymari Morales, Google and Facebook Users Skew Young, Affluent, and Educated, GALLUP (Feb. 17, 2011), available at http://www.gallup.com/poll/146159/facebook-google-users-skew-young-affluent-educated.aspx.
\end{flushleft}
on Congress to consider enacting baseline privacy legislation that is technologically neutral and sufficiently flexible to allow companies to continue to innovate. The Commission is prepared to work with Congress and other stakeholders to craft such legislation.

In their comments, many businesses indicated that they already incorporate the FIPPS into their practices. For these companies, a legislative mandate should not impose an undue burden and indeed, will “level the playing field” by ensuring that all companies are required to incorporate these principles into their practices.

For those companies that are not already taking consumer privacy into account – either because of lack of understanding or lack of concern – legislation should provide clear rules of the road. It should also provide adequate deterrence through the availability of civil penalties and other remedies.66 In short, legislation will provide businesses with the certainty they need to understand their obligations and the incentive to meet those obligations, while providing consumers with confidence that businesses will be required to respect their privacy. This approach will create an environment that allows businesses to continue to innovate and consumers to embrace those innovations without sacrificing their privacy.67 The Commission is prepared to work with Congress and other stakeholders to formulate baseline privacy legislation.

While Congress considers such legislation, the Commission urges industry to accelerate the pace of its self-regulatory measures to implement the Commission’s final privacy framework. Over the course of the next year, Commission staff will promote the framework’s implementation by focusing its policymaking efforts on five main action items, which are highlighted here and discussed further throughout the report.

♦ **Do Not Track:** As discussed above, industry has made significant progress in implementing Do Not Track. The browser vendors have developed tools that consumers can use to signal that they do not want to be tracked; the DAA has developed its own icon-based tool and has committed to honor the browser tools; and the W3C has made substantial progress in creating an international standard for Do Not Track. However, the work is not done. The Commission will work with these groups to complete implementation of an easy-to-use, persistent, and effective Do Not Track system.

♦ **Mobile:** The Commission calls on companies providing mobile services to work toward improved privacy protections, including the development of short, meaningful disclosures. To this end, FTC staff has initiated a project to update its business guidance about online advertising disclosures.68 As part of this project, staff will host a workshop on May 30, 2012 and will address, among other issues, mobile privacy disclosures and how these disclosures can be short, effective, and accessible to

---


67 With this report, the Commission is not seeking to impose civil penalties for privacy violations under the FTC Act. Rather, in the event Congress enacts privacy legislation, the Commission believes that such legislation would be more effective if the FTC were authorized to obtain civil penalties for violations.

consumers on small screens. The Commission hopes that the workshop will spur further industry self-regulation in this area.

- **Data Brokers:** To address the invisibility of, and consumers’ lack of control over, data brokers’ collection and use of consumer information, the Commission supports targeted legislation – similar to that contained in several of the data security bills introduced in the 112th Congress – that would provide consumers with access to information about them held by a data broker.69 To further increase transparency, the Commission calls on data brokers that compile data for marketing purposes to explore creating a centralized website where data brokers could (1) identify themselves to consumers and describe how they collect and use consumer data and (2) detail the access rights and other choices they provide with respect to the consumer data they maintain.

- **Large Platform Providers:** To the extent that large platforms, such as Internet Service Providers (“ISPs”), operating systems, browsers, and social media, seek to comprehensively track consumers’ online activities, it raises heightened privacy concerns. To further explore privacy and other issues related to this type of comprehensive tracking, FTC staff intends to host a public workshop in the second half of 2012.

- **Promoting enforceable self-regulatory codes:** The Department of Commerce, with the support of key industry stakeholders, is undertaking a project to facilitate the development of sector-specific codes of conduct. FTC staff will participate in that project. To the extent that strong privacy codes are developed, the Commission will view adherence to such codes favorably in connection with its law enforcement work. The Commission will also continue to enforce the FTC Act to take action against companies that engage in unfair or deceptive practices, including the failure to abide by self-regulatory programs they join.

---

IV. PRIVACY FRAMEWORK

In addition to the general comments described above, the Commission received significant comments on the scope of the proposed framework and each individual element. Those comments, as well as several clarifications and refinements based on the Commission’s analysis of the issues raised, are discussed below.

A. SCOPE

Proposed Scope: The framework applies to all commercial entities that collect or use consumer data that can be reasonably linked to a specific consumer, computer, or other device.

A variety of commenters addressed the framework’s proposed scope. Some of these commenters supported an expansive reach while others proposed limiting the framework’s application to particular types of entities and carving out certain categories of businesses. Commenters also called for further clarification regarding the type of data the framework covers and staff’s proposed “reasonably linked” standard.

1. COMPANIES SHOULD COMPLY WITH THE FRAMEWORK UNLESS THEY HANDLE ONLY LIMITED AMOUNTS OF NON-SENSITIVE DATA THAT IS NOT SHARED WITH THIRD PARTIES.

Numerous commenters addressed whether the framework should apply to entities that collect, maintain, or use limited amounts of data. Several companies argued that the burden the framework could impose on small businesses outweighed the reduced risk of harm from the collection and use of limited amounts of non-sensitive consumer data.70 These commenters proposed that the framework not apply to entities that collect or use non-sensitive data from fewer than 5,000 individuals a year where the data is used for limited purposes, such as internal operations and first-party marketing.71 As additional support for this position, these commenters noted that proposed privacy legislation introduced in the 111th Congress contained an exclusion to this effect.72

Although one consumer and privacy organization supported a similar exclusion,73 others expressed concern about exempting, per se, any types of businesses or quantities of data from the framework’s scope.74 These commenters pointed to the possibility that excluded companies would sell the data to third parties, such as advertising networks or data brokers.

The Commission agrees that the first-party collection and use of non-sensitive data (e.g., data that is not a Social Security number or financial, health, children’s, or geolocation information) creates fewer privacy

---

70 See Comment of eBay, Inc., cmt. #00374, at 3; Comment of Microsoft Corp., cmt. #00395, at 4.
71 Id.
73 Comment of the Center for Democracy & Technology, cmt. #00469, at 1.
74 See Comment of the Electronic Frontier Foundation, cmt. #00400, at 1; Comment of the Consumer Federation of America, cmt. #00358, at 2.
concerns than practices that involve sensitive data or sharing with third parties. Accordingly, entities that collect limited amounts of non-sensitive consumer data from under 5,000 consumers need not comply with the framework, as long as they do not share the data with third parties. For example, consider a cash-only curb-side food truck business that offers to send messages announcing when it is in a given neighborhood to consumers who provide their email addresses. As long as the food truck business does not share these email addresses with third parties, the Commission believes that it need not provide privacy disclosures to its customers. This narrow exclusion acknowledges the need for flexibility for businesses that collect limited amounts of non-sensitive information. It also recognizes that some business practices create fewer potential risks to consumer information.

2. THE FRAMEWORK SETS FORTH BEST PRACTICES AND CAN WORK IN TANDEM WITH EXISTING PRIVACY AND SECURITY STATUTES.

The proposed framework’s applicability to commercial sectors that are covered by existing laws generated comments primarily from representatives of the healthcare and financial services industries. These commenters noted that statutes such as the Health Insurance Portability and Accountability Act (“HIPAA”), the Health Information Technology for Economic and Clinical Health Act (“HITECH”), and the Gramm-Leach-Bliley Act (“GLBA”) already impose privacy protections and security requirements through legal obligations on companies in these industries. Accordingly, these commenters urged the Commission to avoid creating duplicative or inconsistent standards and to clarify that the proposed framework is intended to cover only those entities that are not currently covered by existing privacy and security laws. Another commenter, however, urged government to focus on fulfilling consumer privacy expectations across all sectors, noting that market evolution is blurring distinctions about who is covered by HIPAA and that consumers expect organizations to protect their personal health information, regardless of any sector-specific boundaries.

The Commission recognizes the concern regarding potentially inconsistent privacy obligations and notes that, to the extent Congress enacts any of the Commission’s recommendations through legislation, such legislation should not impose overlapping or duplicative requirements on conduct that is already regulated. However, the framework is meant to encourage best practices and is not intended to conflict with requirements of existing laws and regulations. To the extent that components of the framework exceed, but do not conflict with existing statutory requirements, entities covered by those statutes should view the framework as best practices to promote consumer privacy. For example, it may be appropriate for financial institutions covered by GLBA to incorporate elements of privacy by design, such as collection limitations, or

75 See infra at Sections IV.C.1.b.(v) and IV.C.2.e.(ii), for a discussion of what constitutes sensitive data.
76 See Comment of the Confidentiality Coalition c/o the Healthcare Leadership Council, cmt. #00349, at 1-4; Comment of Experian, cmt. #00398, at 8-10; Comment of IMS Health, cmt. #00380, at 2-3; Comment of Medco Health Solutions, Inc., cmt. #00393, at 3; Comment of SIFMA, cmt. #00265, at 2-3.
77 Comment of The Markle Foundation, cmt. #00456, at 3-10.
78 Any baseline privacy law Congress may enact would likely consider the best way to take into account obligations under existing statutes.
to improve transparency by providing reasonable access to consumer data in a manner that does not conflict with their statutory obligations. In any event, the framework provides an important baseline for entities that are not subject to sector-specific laws like HIPAA or GLBA.\textsuperscript{79}

3. THE FRAMEWORK APPLIES TO OFFLINE AS WELL AS ONLINE DATA.

In addressing the framework's applicability to “all commercial entities,” numerous commenters discussed whether the framework should apply to both online and offline data. Diverse commenters expressed strong support for a comprehensive approach applicable to both online and offline data practices.\textsuperscript{80} Commenters noted that as a practical matter, many companies collect both online and offline data.\textsuperscript{81}

Commenters also listed different offline contexts in which entities collect consumer data. These include instances where a consumer interacts directly with a business, such as through the use of a retail loyalty card, or where a non-consumer facing entity, such as a data broker, obtains consumer data from an offline third-party source.\textsuperscript{82} One commenter noted that, regardless of whether an entity collects or uses data from an online or an offline source, consumer privacy interests are equally affected.\textsuperscript{83} To emphasize the importance of offline data protections, this commenter noted that while the behavioral advertising industry has started to implement self-regulatory measures to improve consumers’ ability to control the collection and the use of their online data, in the offline context such efforts by data brokers and others have largely failed.\textsuperscript{84}

By contrast, a financial industry organization argued that the FTC should take a more narrow approach by limiting the scope of the proposed framework in a number of respects, including its applicability to offline data collection and use.\textsuperscript{85} This commenter stated that some harms in the online context may not exist offline and raised concern about the framework’s unintended consequences. For example, the commenter cited the significant costs that a requirement to provide consumers with access to data collected about them

\textsuperscript{79} There may be entities that operate within covered sectors but that nevertheless fall outside of a specific law’s scope. For instance, a number of entities that collect health information are not subject to HIPAA. These entities include providers of personal health records – online portfolios that consumers can use to store and keep track of their medical information. In 2009, Congress passed the HITECH Act, which required HHS, in consultation with the FTC, to develop legislative recommendations on privacy and security requirements that should apply to these providers of personal health records and related entities. Health Information Technology (“HITECH”) Provisions of American Recovery and Reinvestment Act of 2009, Title XIII, Subtitle D (Pub. L. 111-5, 123 Stat. 115, codified in relevant part at 42 U.S.C. §§ 17937 and 17954). FTC staff is consulting with HHS on this project.

\textsuperscript{80} See Comment of the Center for Democracy & Technology, cmt. #00469, at 2; Comment of the Computer & Communications Industry Ass’n, cmt. #00434, at 14; Comment of Consumers Union, cmt. #00362, at 4-5; Comment of the Department of Veterans Affairs, cmt. #00479, at 3; Comment of Experian, cmt. #00398, at 1; Comment of Google Inc., cmt. #00417, at 7; Comment of Microsoft Corp., cmt. #00395, at 4.

\textsuperscript{81} See Comment of the Department of Veterans Affairs, cmt. #00479, at 3 n.7; Comment of the Computer & Communications Industry Ass’n, cmt. #00434, at 14; Comment of Consumers Union, cmt. #00362, at 1.

\textsuperscript{82} See Comment of the Department of Veterans Affairs, cmt. #00479, at 3 n.7; Comment of the Computer & Communications Industry Ass’n, cmt. #00434, at 14.

\textsuperscript{83} Comment of Center for Democracy & Technology, cmt. #00469, at 2.

\textsuperscript{84} Comment of Center for Democracy & Technology, cmt. #00469, at 2-3.

\textsuperscript{85} Comment of the Financial Services Forum, cmt. #00381, at 8-9.
would impose on companies that collect and maintain data in paper rather than electronic form. Another commenter cited the costs of providing privacy disclosures and choices in an offline environment.\textsuperscript{86}

The Commission notes that consumers face a landscape of virtually ubiquitous collection of their data. Whether such collection occurs online or offline does not alter the consumer’s privacy interest in his or her data. For example, the sale of a consumer profile containing the consumer’s purchase history from a brick-and-mortar pharmacy or a bookstore would not implicate fewer privacy concerns simply because the profile contains purchases from an offline retailer rather than from an online merchant. Accordingly, the framework applies in all commercial contexts, both online and offline.

4. THE FRAMEWORK APPLIES TO DATA THAT IS REASONABLY LINKABLE TO A SPECIFIC CONSUMER, COMPUTER, OR DEVICE.

The scope issue that generated the most comments, from a wide range of interested parties, was the proposed framework’s applicability to “consumer data that can be reasonably linked to a specific consumer, computer, or other device.”

A number of commenters supported the proposed framework’s application to data that, while not traditionally considered personally identifiable, is linkable to a consumer or device. In particular, several consumer and privacy groups elaborated on the privacy concerns associated with supposedly anonymous data and discussed the decreasing relevance of the personally identifiable information (“PII”) label.\textsuperscript{87} These commenters pointed to studies demonstrating consumers’ objections to being tracked, regardless of whether the tracker explicitly learns a consumer name, and the potential for harm, such as discriminatory pricing based on online browsing history, even without the use of PII.\textsuperscript{88}

Similarly, the commenters noted, the ability to re-identify “anonymous” data supports the proposed framework’s application to data that can be reasonably linked to a consumer or device. They pointed to incidents, identified in the preliminary staff report, in which individuals were re-identified from publicly released data sets that did not contain PII.\textsuperscript{89} One commenter pointed out that certain industries extensively

\textsuperscript{86} Comment of National Retail Federation, cmt. #00419, at 6 (urging FTC to limit privacy framework to online collection of consumer data because applying it to offline collection would be onerous for businesses and consumers).

\textsuperscript{87} See Comment of the Center for Democracy & Technology, cmt. #00469, at 3; Comment of Consumers Union, cmt. #00362, at 4-5. In addition, in their comments both AT&T and Mozilla recognized that the distinction between PII and non-PII is blurring. Comment of AT&T Inc., cmt. #00420, at 13; Comment of Mozilla, cmt. #00480, at 6.


mine data for marketing purposes and that re-identification is a commercial enterprise.\(^90\) This adds to the likelihood of data re-identification.

Some industry commenters also recognized consumers’ privacy interest in data that goes beyond what is strictly labeled PII.\(^91\) Drawing on the FTC’s roundtables as well as the preliminary staff report, one such commenter noted the legitimate interest consumers have in controlling how companies collect and use aggregated or de-identified data, browser fingerprints,\(^92\) and other types of non-PII.\(^93\) Another company questioned the notion of distinguishing between PII and non-PII as a way to determine what data to protect.\(^94\) Supporting a scaled approach rather than a bright line distinction, this commenter noted that all data derived from individuals deserves some level of protection.\(^95\)

Other commenters representing industry opposed the proposed framework’s application to non-PII that can be reasonably linked to a consumer, computer, or device.\(^96\) These commenters asserted that the risks associated with the collection and use of data that does not contain PII are simply not the same as the risks associated with PII. They also claimed a lack of evidence demonstrating that consumers have the same privacy interest in non-PII as they do with the collection and use of PII. Instead of applying the framework to non-PII, these commenters recommended the Commission support efforts to de-identify data.

Overall, the comments reflect a general acknowledgment that the traditional distinction between PII and non-PII has blurred and that it is appropriate to more comprehensively examine data to determine the data’s privacy implications.\(^97\) However, some commenters, including some of those cited above, argued that the proposed framework’s “linkability” standard is potentially too open-ended to be practical.\(^98\) One industry organization asserted, for instance, that if given enough time and resources, any data may be linkable to an


\(^91\) Comment of Mozilla, cmt. #00480, at 4-5; Comment of Google Inc., cmt. #00417, at 8.

\(^92\) The term “browser fingerprints” refers to the specific combination of characteristics – such as system fonts, software, and installed plugins – that are typically made available by a consumer’s browser to any website visited. These characteristics can be used to uniquely identify computers, cell phones, or other devices. Browser fingerprinting does not rely on cookies. See Erik Larkin, Browser Fingerprinting Can ID You Without Cookies, PCWorld, Jan. 29, 2010, available at http://www.pcworld.com/article/188161/browser_fingerprinting_can_id_you_without_cookies.html.


\(^94\) Comment of Google Inc., cmt. #00417, at 8.

\(^95\) Comment of Google Inc., cmt. #00417, at 8.

\(^96\) Comment of Direct Marketing As’n, Inc., cmt. #00449, at 13-14; Comment of National Cable & Telecommunications As’n, cmt. #00432, at 13-17.

\(^97\) See Comment of AT&T Inc., cmt. #00420, at 13-15; Comment of Center for Democracy & Technology (Feb. 18, 2011), cmt. #00469, at 3-4; Comment of CTIA - The Wireless As’n, cmt. #00375, at 3-4; Comment of Consumers Union, cmt. #00362, at 4-5; Comment of Electronic Frontier Foundation, cmt. #00400, at 1-4; Comment of Google Inc., cmt. #00417, at 7-8; Comment of Mozilla, cmt. #00480, at 4-6; Comment of Phorm Inc., cmt. #00353, at 3-4.

\(^98\) Comment of AT&T Inc., cmt. #00420, at 13; Comment of CTIA - The Wireless As’n, cmt. #00375 at 3-4; Comment of Google Inc., cmt. #00417, at 8; Comment of Phorm Inc., cmt. #00353, at 4.
individual.\textsuperscript{99} In addition, commenters stated that requiring the same level of protection for all data would undermine companies’ incentive to avoid collecting data that is more easily identified or to take steps to de-identify the data they collect and use.\textsuperscript{100} Other commenters argued that applying the framework to data that is potentially linkable could conflict with the framework’s privacy by design concept, as companies could be forced to collect more information about consumers than they otherwise would in order to be able to provide those consumers with effective notice, choice, or access.\textsuperscript{101} To address these concerns, some commenters proposed limiting the framework to data that is actually linked to a specific consumer, computer, or device.\textsuperscript{102}

One commenter recommended that the Commission clarify that the reasonably linkable standard means non-public data that can be linked with \textit{reasonable effort}.\textsuperscript{103} This commenter also stated that the framework should exclude data that, through contract or by virtue of internal controls, will not be linked with a particular consumer. Taking a similar approach, another commenter suggested that the framework should apply to data that is reasonably likely to relate to an identifiable consumer.\textsuperscript{104} This commenter also noted that a company could commit through its privacy policy that it would only maintain or use data in a de-identified form and that such a commitment would be enforceable under Section 5 of the FTC Act.\textsuperscript{105}

The Commission believes there is sufficient support from commenters representing an array of perspectives – including consumer and privacy advocates as well as of industry representatives – for the framework’s application to data that, while not yet linked to a particular consumer, computer, or device, may reasonably become so. There is significant evidence demonstrating that technological advances and the ability to combine disparate pieces of data can lead to identification of a consumer, computer, or device even if the individual pieces of data do not constitute PII.\textsuperscript{106} Moreover, not only is it possible to re-identify non-PII data through various means,\textsuperscript{107} businesses have strong incentives to actually do so.

In response to the comments, to provide greater certainty for companies that collect and use consumer data, the Commission provides additional clarification on the application of the reasonable linkability standard to describe how companies can take appropriate steps to minimize such linkability. Under the final

\textsuperscript{99} Comment of GS1, cmt. #00439, at 2.
\textsuperscript{100} Comment of AT&T Inc., cmt. #00420, at 13-14; Comment of CTIA - The Wireless Ass’n, cmt. #00375, at 4; Comment of Experian, cmt. #00398, at 11; Comment of National Cable & Telecommunications Ass’n, cmt. #00432, at 16.
\textsuperscript{101} Comment of United States Council for International Business, cmt. #00366, at 1; Comment of Phorm Inc., cmt. #00353, at 3.
\textsuperscript{102} Comment of Retail Industry Leaders Ass’n, cmt. #00352, at 4; Comment of Yahoo! Inc., cmt. #00444, at 3-4; Comment of GS1, cmt. #00439, at 3.
\textsuperscript{103} Comment of AT&T Inc., cmt. #00420, at 13.
\textsuperscript{104} Comment of Intel Corp., cmt. #00246, at 9.
\textsuperscript{105} Comment of Intel Corp., cmt. #00246, at 9.
framework, a company’s data would not be reasonably linkable to a particular consumer or device to the extent that the company implements three significant protections for that data.

First, the company must take reasonable measures to ensure that the data is de-identified. This means that the company must achieve a reasonable level of justified confidence that the data cannot reasonably be used to infer information about, or otherwise be linked to, a particular consumer, computer, or other device. Consistent with the Commission’s approach in its data security cases, what qualifies as a reasonable level of justified confidence depends upon the particular circumstances, including the available methods and technologies. In addition, the nature of the data at issue and the purposes for which it will be used are also relevant. Thus, for example, whether a company publishes data externally affects whether the steps it has taken to de-identify data are considered reasonable. The standard is not an absolute one; rather, companies must take reasonable steps to ensure that data is de-identified.

Depending on the circumstances, a variety of technical approaches to de-identification may be reasonable, such as deletion or modification of data fields, the addition of sufficient “noise” to data, statistical sampling, or the use of aggregate or synthetic data. The Commission encourages companies and researchers to continue innovating in the development and evaluation of new and better approaches to de-identification. FTC staff will continue to monitor and assess the state of the art in de-identification.

Second, a company must publicly commit to maintain and use the data in a de-identified fashion, and not to attempt to re-identify the data. Thus, if a company does take steps to re-identify such data, its conduct could be actionable under Section 5 of the FTC Act.

Third, if a company makes such de-identified data available to other companies – whether service providers or other third parties – it should contractually prohibit such entities from attempting to re-identify the data. The company that transfers or otherwise makes the data available should exercise reasonable oversight to monitor compliance with these contractual provisions and take appropriate steps to address contractual violations.

FTC staff’s letter closing its investigation of Netflix, arising from the company’s plan to release purportedly anonymous consumer data to improve its movie recommendation algorithm, provides a good illustration of these concepts. In response to the privacy concerns that FTC staff and others raised, Netflix revised its initial plan to publicly release the data. The company agreed to narrow any such release of data to certain researchers. The letter details Netflix’s commitment to implement a number of “operational

---

108 The Commission’s approach in data security cases is a flexible one. Where a company has offered assurances to consumers that it has implemented reasonable security measures, the Commission assesses the reasonableness based, among other things, on the sensitivity of the information collected, the measures the company has implemented to protect such information, and whether the company has taken action to address and prevent well-known and easily addressable security vulnerabilities.


110 See In the Matter of Superior Mortg. Corp., FTC Docket No. C-4153 (Dec. 14, 2005), available at http://www.ftc.gov/os/caselist/0523136/0523136.shtm (alleging a violation of the GLB Safeguards Rule for, among other things, a failure to ensure that service providers were providing appropriate security for customer information and addressing known security risks in a timely manner).
safeguards to prevent the data from being used to re-identify consumers.” If it chose to share such data with third parties, Netflix stated that it would limit access “only to researchers who contractually agree to specific limitations on its use.”

Accordingly, as long as (1) a given data set is not reasonably identifiable, (2) the company publicly commits not to re-identify it, and (3) the company requires any downstream users of the data to keep it in de-identified form, that data will fall outside the scope of the framework.

This clarification of the framework’s reasonable linkability standard is designed to help address the concern that the standard is overly broad. Further, the clarification gives companies an incentive to collect and use data in a form that makes it less likely the data will be linked to a particular consumer or device, thereby promoting privacy. Additionally, by calling for companies to publicly commit to the steps they take, the framework promotes accountability.

Consistent with the discussion above, the Commission restates the framework’s scope as follows.

**Final Scope:** The framework applies to all commercial entities that collect or use consumer data that can be reasonably linked to a specific consumer, computer, or other device, unless the entity collects only non-sensitive data from fewer than 5,000 consumers per year and does not share the data with third parties.

### B. PRIVACY BY DESIGN

**Baseline Principle:** Companies should promote consumer privacy throughout their organizations and at every stage of the development of their products and services.

The preliminary staff report called on companies to promote consumer privacy throughout their organizations and at every stage of the development of their products and services. Although many companies already incorporate substantive and procedural privacy protections into their business practices, industry should implement privacy by design more systematically. A number of commenters, including those representing industry, supported staff’s call that companies “build in” privacy, with several of these commenters citing to the broad international recognition and adoption of privacy by design. The Commission is encouraged to see broad support for this concept, particularly in light of the increasingly global nature of data transfers.

---


112 Id.

113 To the extent that a company maintains and uses both data that is identifiable and data that it has taken steps to de-identify as outlined here, the company should silo the data separately.

114 A company that violates its policy against re-identifying data could be subject to liability under the FTC Act or other laws.

115 Comment of Office of the Information and Privacy Commissioner of Ontario, cmt. #00239, at 2-3; Comment of Intel Corp., cmt. #00246, at 12-13; Comment of CNIL, cmt. #00298, at 2-3.
In calling for privacy by design, staff advocated for the implementation of substantive privacy protections – such as data security, limitations on data collection and retention, and data accuracy – as well as procedural safeguards aimed at integrating the substantive principles into a company’s everyday business operations. By shifting burdens away from consumers and placing obligations on businesses to treat consumer data in a responsible manner, these principles should afford consumers basic privacy protections without forcing them to read long, incomprehensible privacy notices to learn and make choices about a company’s privacy practices. Although the Commission has not changed the proposed “privacy by design” principles, it responds to a number of comments, as discussed below.

1. THE SUBSTANTIVE PRINCIPLES: DATA SECURITY, REASONABLE COLLECTION LIMITS, SOUND RETENTION PRACTICES, AND DATA ACCURACY.

**Proposed Principle:** Companies should incorporate substantive privacy protections into their practices, such as data security, reasonable collection limits, sound retention practices, and data accuracy.

a. **Should Additional Substantive Principles Be Identified?**

Responding to a question about whether the final framework should identify additional substantive protections, several commenters suggested incorporating the additional principles articulated in the 1980 OECD Privacy Guidelines. One commenter also proposed adding the “right to be forgotten,” which would allow consumers to withdraw data posted online about themselves at any point. This concept has gained importance as people post more information about themselves online without fully appreciating the implications of such data sharing or the persistence of online data over time. In supporting an expansive view of privacy by design, a consumer advocacy group noted that the individual elements and principles of the proposed framework should work together holistically.

In response, the Commission notes that the framework already embodies all the concepts in the 1980 OECD privacy guidelines, although with some updates and changes in emphasis. For example, privacy by design includes the collection limitation, data quality, and security principles. Additionally, the framework’s simplified choice and transparency components, discussed below, encompass the OECD principles of purpose specification, use limitation, individual participation, and openness. The framework also adopts the

116 Comment of CNIL, cmt. #00298, at 2; Comment of the Information Commissioner’s Office of the UK, cmt. #00249, at 2; Comment of World Privacy Forum, cmt. #00369, at 7; Comment of Intel Corp., cmt. #00246, at 4; see also Organisation for Economic Co-operation & Development, OECD Guidelines on the Protection of Privacy and Transborder Flows of Personal Data (Sept. 1980), available at http://www.oecd.org/document/18/0,3343,en_2649_34255_1815186_1_1_1_1,00&&en-USS_01DBC.html (these principles include purpose specification, individual participation, accountability, and principles to govern cross-border data transfers). Another commenter called for baseline legislation based on the Fair Information Practice Principles and the principles outlined in the 1974 Privacy Act. Comment of Electronic Privacy Information Center, cmt. #00386, at 17-20.

117 Comment of CNIL, cmt. #00298, at 3.

118 The concept of the “right to be forgotten,” and its importance to young consumers, is discussed in more detail below in the Transparency Section, infra at Section IV.D.2.b.

119 Comment of Consumers Union, cmt. #00362, at 1-2, 5-9, 18-19.
OECD principle that companies must be accountable for their privacy practices. Specifically, the framework calls on companies to implement procedures – such as designating a person responsible for privacy, training employees, and ensuring adequate oversight of third parties – to help ensure that they are implementing appropriate substantive privacy protections. The framework also calls on industry to increase efforts to educate consumers about the commercial collection and use of their data and the available privacy tools. In addition, there are aspects of the proposed “right to be forgotten” in the final framework, which calls on companies to (1) delete consumer data that they no longer need and (2) allow consumers to access their data and in appropriate cases suppress or delete it.120

All of the principles articulated in the preliminary staff report are intended to work together to shift the burden for protecting privacy away from consumers and to encourage companies to make strong privacy protections the default. Reasonable collection limits and data disposal policies work in tandem with streamlined notices and improved consumer choice mechanisms. Together, they function to provide substantive protections by placing reasonable limits on the collection, use, and retention of consumer data to more closely align with consumer expectations, while also raising consumer awareness about the nature and extent of data collection, use, and third-party sharing, and the choices available to them.


It is well settled that companies must provide reasonable security for consumer data. The Commission has a long history of enforcing data security obligations under Section 5 of the FTC Act, the FCRA and the GLBA. Since 2001, the FTC has brought 36 cases under these laws, charging that businesses failed to appropriately protect consumers’ personal information. Since issuance of the preliminary staff report alone, the Commission has resolved seven data security actions against resellers of sensitive consumer report information, service providers that process employee data, a college savings program, and a social media service.121 In addition to the federal laws the FTC enforces, companies are subject to a variety of


other federal and state law obligations. In some industries, such as banking, federal regulators have given additional guidance on how to define reasonable security.\(^{122}\)

The Commission also promotes better data security through consumer and business education. For example, the FTC sponsors OnGuard Online, a website to educate consumers about basic computer security.\(^{123}\) Since the Commission issued the preliminary staff report there have been over 1.5 million unique visits to OnGuard Online and its Spanish-language counterpart Alerta en Línea. The Commission's business outreach includes general advice about data security as well as specific advice about emerging topics.\(^{124}\)

The Commission also notes that the private sector has implemented a variety of initiatives in the security area, including the Payment Card Institute Data Security Standards for payment card data, the SANS Institute's security policy templates, and standards and best practices guidelines for the financial services industry provided by BITS, the technology policy division of the Financial Services Roundtable.\(^{125}\) These standards can provide useful guidance on appropriate data security measures that organizations should implement for specific types of consumer data or in specific industries. The Commission further calls on industry to develop and implement best data security practices for additional industry sectors and other types of consumer data.

Because this issue is important to consumers and because businesses have existing legal and self-regulatory obligations, many individual companies have placed great emphasis and resources on maintaining reasonable security. For example, Google has cited certain security features in its products, including default SSL encryption for Gmail and security features in its Chrome browser.\(^{126}\) Similarly, Mozilla has noted that

---


its cloud storage system encrypts user data using SSL communication. Likewise, Twitter has implemented encryption by default for users logged into its system. The Commission commends these efforts and calls on companies to continue to look for additional ways to build data security into products and services from the design stage.

Finally, the Commission reiterates its call for Congress to enact data security and breach notification legislation. To help deter violations, such legislation should authorize the Commission to seek civil penalties.

c. Reasonable Collection Limitation: Companies Should Limit Their Collection of Data.

The preliminary staff report called on companies to collect only the data they need to accomplish a specific business purpose. Many commenters expressed support for the general principle that companies should limit the information they collect from consumers. Despite the broad support for the concept, however, many companies argued for a flexible approach based on concerns that allowing companies to collect data only for existing business needs would harm innovation and deny consumers new products and services. One commenter cited Netflix’s video recommendation feature as an example of how secondary uses of data can create consumer benefits. The commenter noted that Netflix originally collected information about subscribers’ movie preferences in order to send the specific videos requested, but later used this information as the foundation for generating personalized recommendations to its subscribers.

In addition, commenters raised concerns about who decides what a “specific business purpose” is. For example, one purpose for collecting data is to sell it to third parties in order to monetize a service and provide it to consumers for free. Would collecting data for this purpose be a specific business purpose? If not, is the only alternative to charge consumers for the service, and would this result be better for consumers?

As an alternative to limiting collection to accomplish a “specific business purpose,” many commenters advocated limiting collection to business purposes that are clearly articulated. This is akin to the Fair Information Practice Principle of “purpose specification,” which holds that companies should specify to consumers all of the purposes for which information is collected at the time of collection. One commenter supported purpose specification statements in general categories to allow innovation and avoid making privacy policies overly complex.

127 Comment of Mozilla, cmt. #00480, at 7.
129 See, e.g., Comment of Intel Corp., cmt. #00246, at 4-5, 7, 40-41; Comment of Electronic Frontier Foundation, cmt. #00400, at 4-6; Comment of Center for Democracy & Technology, cmt. #00469, at 4-5; Comment of Electronic Privacy Information Center, cmt. #00386, at 18.
130 See, e.g., Comment of Facebook, Inc., cmt. #00413, at 2, 7-8, 18; Comment of Google Inc., cmt. #00417, at 4; Comment of Direct Marketing Ass’n, Inc., cmt. #00449, at 14-15; Comment of Intuit, Inc., cmt. #00348, at 5, 9; Comment of TRUSTe, cmt. #00450, at 9.
131 Comment of Facebook, Inc., cmt. #00413, at 7-8.
132 See Comment of SAS, cmt. #00415, at 51; Comment of Yahoo! Inc., cmt. #00444, at 5.
133 Comment of Yahoo! Inc., cmt. #00444, at 5.
The Commission recognizes the need for flexibility to permit innovative new uses of data that benefit consumers. At the same time, in order to protect consumer privacy, there must be some reasonable limit on the collection of consumer data. General statements in privacy policies, however, are not an appropriate tool to ensure such a limit because companies have an incentive to make vague promises that would permit them to do virtually anything with consumer data.

Accordingly, the Commission clarifies the collection limitation principle of the framework as follows: Companies should limit data collection to that which is consistent with the context of a particular transaction or the consumer’s relationship with the business, or as required or specifically authorized by law. For any data collection that is inconsistent with these contexts, companies should make appropriate disclosures to consumers at a relevant time and in a prominent manner – outside of a privacy policy or other legal document. This clarification of the collection limitation principle is intended to help companies assess whether their data collection is consistent with what a consumer might expect; if it is not, they should provide prominent notice and choice. (For a further discussion of this point, see infra Section IV.C.2.) This approach is consistent with the Administration's Consumer Privacy Bill of Rights, which includes a Respect for Context principle that limits the use of consumer data to those purposes consistent with the context in which consumers originally disclosed the data.

One example of a company innovating around the concept of privacy by design through collection limitation is the Graduate Management Admission Council (“GMAC”). This entity previously collected fingerprints from individuals taking the Graduate Management Admission Test. After concerns were raised about individuals’ fingerprints being cross-referenced against criminal databases, GMAC developed a system that allowed for collection of palm prints that could be used solely for test-taking purposes. The palm print technology is as accurate as fingerprinting but less susceptible to “function creep” over time than the taking of fingerprints, because palm prints are not widely used as a common identifier. GMAC received a privacy innovation award for small businesses for its work in this area.

d. Sound Data Retention: Companies Should Implement Reasonable Data Retention and Disposal Policies.

Similar to the concerns raised about collection limits, many commenters expressed concern about limiting retention of consumer data, asserting that such limits would harm innovation. Trade associations and businesses requested a flexible standard for data retention to allow companies to develop new products.

---

134 This approach mirrors the revised standard for determining whether a particular data practice warrants consumer choice (see infra at section IV.C.1.a.) and is consistent with a number of commenters’ calls for considering the context in which a particular practice takes place. See, e.g., Comment of CTIA - The Wireless Ass’n, cmt. #00375, at 2-4; Comment of Consumer Data Industry Ass’n, cmt. #00363, at 5; Comment of TRUSTe, cmt. #00450, at 3.


and other uses of data that provide benefits to consumers. One company raised concerns about prescriptive retention periods, arguing that retention standards instead should be based on business need, the type and location of data at issue, operational issues, and legal requirements. Other commenters noted that retention limits should be sufficiently flexible to accommodate requests from law enforcement or other legitimate business purposes, such as the need of a mortgage banker to retain information about a consumer’s payment history. Some commenters suggested that the Commission’s focus should be on data security and proper handling of consumer data, rather than on retention limits. In contrast, some consumer groups advocated specific retention periods. For example, one such commenter cited a proposal made by a consortium of consumer groups in 2009 that companies that collect data for online behavioral advertising should limit their retention of the data to three months and that companies that retained their online behavioral advertising data for only 24 hours may not need to obtain consumer consent for their data collection and use. Others stated that it might be appropriate for the FTC to recommend industry-specific retention periods after a public consultation. The Commission confirms its conclusion that companies should implement reasonable restrictions on the retention of data and should dispose of it once the data has outlived the legitimate purpose for which it was collected. Retention periods, however, can be flexible and scaled according to the type of relationship and use of the data; for example, there may be legitimate reasons for certain companies that have a direct relationship with customers to retain some data for an extended period of time. A mortgage company will maintain data for the life of the mortgage to ensure accurate payment tracking; an auto dealer will retain data from its customers for years to manage service records and inform its customers of new offers. These long retention periods help maintain productive customer relationships. This analysis does not, however, apply to all data collection scenarios. A number of commenters noted that online behavioral advertising data often becomes stale quickly and need not be retained long. For example, a consumer researching hotels in a particular city for an upcoming vacation is unlikely to be interested in continuing to see hotel advertisements after the trip is completed. Indefinite retention of data about the consumer’s interest in finding a hotel for a particular weekend serves little purpose and could result in marketers sending the consumer irrelevant advertising.

137 See Comment of CTIA - The Wireless Ass’n, cmt. #00375, at 2-4, 14; Comment of American Catalog Mailers Ass’n, cmt. #000424, at 5; Comment of IBM, cmt. #00433, at 4; Comment of Intuit, Inc., cmt. #00348, at 9.
138 Comment of Verizon, cmt. #00428, at 10-11.
139 See, e.g., Comment of CTIA - The Wireless Ass’n, cmt. #00375, at 14.
140 Comment of Yahoo! Inc., cmt. #00444, at 6; see also Comment of American Catalog Mailers Ass’n, cmt. #00424, at 3-4.
142 Comment of Center for Democracy & Technology, cmt. #00469, at 6 ("Flexible approaches to data retention should not, however, give carte blanche to companies to maintain consumer data after it has outlived its reasonable usefulness.").
143 In the alternative, companies may consider taking steps to de-identify the data they maintain, as discussed above.
144 See Comment of Consumers Union, cmt. #00362, at 8.
In determining when to dispose of data, as well as limitations on collection described above, companies should also take into account the nature of the data they collect. For example, consider a company that develops an online interactive game as part of a marketing campaign directed to teens. The company should first assess whether it needs to collect the teens’ data as part of the game, and if so, how it could limit the data collected, such as by allowing teens to create their own username instead of using a real name and email address. If the company decides to collect the data, it should consider disposing of it even more quickly than it would if it collected adults’ data. Similarly, recognizing the sensitivity of data such as a particular consumer’s real time location, companies should take special care to delete this data as soon as possible, consistent with the services they provide to consumers.

Although restrictions may be tailored to the nature of the company’s business and the data at issue, companies should develop clear standards and train its employees to follow them. Trade associations and self-regulatory groups also should be more proactive in providing guidance to their members about retention and data destruction policies. Accordingly, the Commission calls on industry groups from all sectors – the online advertising industry, online publishers, mobile participants, social networks, data brokers and others – to do more to provide guidance in this area. Similarly, the Commission generally supports the exploration of efforts to develop additional mechanisms, such as the “eraser button” for social media discussed below, to allow consumers to manage and, where appropriate, require companies to delete the information consumers have submitted.

e. Accuracy: Companies should maintain reasonable accuracy of consumers’ data.

The preliminary staff report called on companies to take reasonable steps to ensure the accuracy of the data they collect and maintain, particularly if such data could cause significant harm or be used to deny consumers services. Similar to concerns raised about collection limits and retention periods, commenters opposed rigid accuracy standards, and noted that the FCRA already imposes accuracy standards in certain contexts. One commenter highlighted the challenges of providing the same levels of accuracy for non-identifiable data versus data that is identifiable.

To address these challenges, some commenters stated that a sliding scale approach should be followed, particularly for marketing data. These commenters stated that marketing data is not used for eligibility purposes and that, if inaccurate, the only harm a consumer may experience is an irrelevant advertisement. Providing enhanced accuracy standards for marketing data would raise additional privacy and data security concerns, as additional information may need to be added to marketing databases to increase accuracy.

145 See infra at Section IV.D.2.b.
146 See Comment of Experian, cmt. #00398, at 2.
147 See Comment of SIFMA, cmt. #00265, at 4.
148 Comment of Phorm Inc., cmt. #00353, at 4.
149 Comment of Experian, cmt. #00398, at 11 (arguing against enhanced standards for accuracy, access, and correction for marketing data); see also Comment of Yahoo! Inc., cmt. #00444, at 6-7.
150 Id.
151 Cf. Comment of Yahoo! Inc., cmt. #00444, at 7 (arguing that it would be costly, time consuming, and contrary to privacy objectives to verify the accuracy of user registration information such as gender, age or hometown).
The Commission agrees that the best approach to improving the accuracy of the consumer data companies collect and maintain is a flexible one, scaled to the intended use and sensitivity of the information. Thus, for example, companies using data for marketing purposes need not take special measures to ensure the accuracy of the information they maintain. Companies using data to make decisions about consumers’ eligibility for benefits should take much more robust measures to ensure accuracy, including allowing consumers access to the data and the opportunity to correct erroneous information.\(^{152}\)

**Final Principle:** Companies should incorporate substantive privacy protections into their practices, such as data security, reasonable collection limits, sound retention and disposal practices, and data accuracy.

2. **COMPANIES SHOULD ADOPT PROCEDURAL PROTECTIONS TO IMPLEMENT THE SUBSTANTIVE PRINCIPLES.**

**Proposed Principle:** Companies should maintain comprehensive data management procedures throughout the life cycle of their products and services.

In addition to the substantive principles articulated above, the preliminary staff report called for organizations to maintain comprehensive data management procedures, such as designating personnel responsible for employee privacy training and regularly assessing the privacy impact of specific practices, products, and services. Many commenters supported this call for accountability within an organization.\(^{153}\) Commenters noted that privacy risk assessments promote accountability, and help identify and address privacy issues.\(^{154}\) One commenter stated that privacy risk assessments should be an ongoing process, and findings should be used to update internal procedures.\(^{155}\) The Commission agrees that companies should implement accountability mechanisms and conduct regular privacy risk assessments to ensure that privacy issues are addressed throughout an organization.

The preliminary staff report also called on companies to “consider privacy issues systemically, at all stages of the design and development of their products and services.” A range of commenters supported the principle of “baking” privacy into the product development process.\(^{156}\) One commenter stated that this approach of including privacy considerations in the product development process was preferable to requiring

\(^{152}\) See infra at Section IV.D.2. The Commission notes that some privacy-enhancing technologies operate by introducing deliberate “noise” into data. The data accuracy principle is not intended to rule out the appropriate use of these methods, provided that the entity using them notifies any recipients of the data that it is inaccurate.

\(^{153}\) See, e.g., Comment of The Centre for Information Policy Leadership at Hunton & Williams LLP, cmt. #00360, at 2-3; Comment of Intel Corp., cmt. #00246, at 6; Comment of Office of the Information & Privacy Commissioner of Ontario, cmt. #00239, at 3.

\(^{154}\) Comment of GS1, cmt. #00439, at 3; Comment of Office of the Information & Privacy Commissioner of Ontario, cmt. #00239, at 6.


\(^{156}\) Comment of Intel Corp., cmt. #00246, at 6; Comment of United States Council for International Business, cmt. #00366, at 2; Comment of Consumer Federation of America, cmt. #00358, at 3.
after-the-fact reviews.\textsuperscript{157} Another argued that privacy concerns should be considered from the outset, but observed that such concerns should continue to be evaluated as the product, service, or feature evolves.\textsuperscript{158}

The Commission’s recent settlements with Google and Facebook illustrate how the procedural protections discussed above might work in practice.\textsuperscript{159} In both cases, the Commission alleged that the companies deceived consumers about the level of privacy afforded to their data.

The FTC’s orders will require the companies to implement a comprehensive privacy program reasonably designed to address privacy risks related to the development and management of new and existing products and services and to protect the privacy and confidentiality of “covered information,” defined broadly to mean any information the companies collect from or about a consumer.

The privacy programs that the orders mandate must, at a minimum, contain certain controls and procedures, including: (1) the designation of personnel responsible for the privacy program; (2) a risk assessment that, at a minimum, addresses employee training and management and product design and development; (3) the implementation of controls designed to address the risks identified; (4) appropriate oversight of service providers; and (5) evaluation and adjustment of the privacy program in light of regular testing and monitoring.\textsuperscript{160} Companies should view the comprehensive privacy programs mandated by these consent orders as a roadmap as they implement privacy by design in their own organizations.

As an additional means of implementing the substantive privacy by design protections, the preliminary staff report advocated the use of privacy-enhancing technologies ("PETs") – such as encryption and anonymization tools – and requested comment on implementation of such technologies. One commenter stressed the need for "privacy-aware design," calling for techniques such as obfuscation and cryptography to reduce the amount of identifiable consumer data collected and used for various products and services.\textsuperscript{161} Another stressed that PETs are a better approach in this area than rigid technical mandates.\textsuperscript{162}

The Commission agrees that a flexible, technology-neutral approach towards developing PETs is appropriate to accommodate the rapid changes in the marketplace and will also allow companies to innovate on PETs. Accordingly, the Commission calls on companies to continue to look for new ways to protect consumer privacy throughout the life cycle of their products and services, including through the development and deployment of PETs.

Finally, Commission staff requested comment on how to apply the substantive protections articulated above to companies with legacy data systems. Many commenters supported a phase-out period for legacy data systems, giving priority to systems that contain sensitive data.\textsuperscript{163} Another commenter suggested that

\textsuperscript{157} Comment of Intel Corp., cmt. #00246, at 6.
\textsuperscript{158} Comment of Zynga Inc., cmt. #00459, at 2.
\textsuperscript{159} Of course, the privacy programs required by these orders may not be appropriate for all types and sizes of companies that collect and use consumer data.
\textsuperscript{161} Comment of Electronic Frontier Foundation, cmt. #00400, at 5.
\textsuperscript{162} Comment of Business Software Alliance, cmt. #00389, at 7-9.
\textsuperscript{163} Comment of The Centre for Information Policy Leadership at Hunton & Williams LLP, cmt. #00360, at 3; Comment of the Information Commissioner’s Office of the UK, cmt. #00249, at 2; Comment of CTIA - The Wireless Ass'n, cmt. #00375, at 14.
imposing strict access controls on legacy data systems until they can be updated would enhance privacy.\textsuperscript{164} Although companies need to apply the various substantive privacy by design elements to their legacy data systems, the Commission recognizes that companies need a reasonable transition period to update their systems. In applying the substantive elements to their legacy systems, companies should prioritize those systems that contain sensitive data and they should appropriately limit access to all such systems until they can update them.

**Final Principle:** Companies should maintain comprehensive data management procedures throughout the life cycle of their products and services.

\textsuperscript{164} Comment of Yahoo! Inc., cmt. \#00444, at 7.
DATA COLLECTION AND DISPOSAL CASE STUDY: MOBILE

The rapid growth of the mobile marketplace illustrates the need for companies to implement reasonable limits on the collection, transfer, and use of consumer data and to set policies for disposing of collected data. The unique features of a mobile phone – which is highly personal, almost always on, and travels with the consumer – have facilitated unprecedented levels of data collection. Recent news reports have confirmed the extent of this ubiquitous data collection. Researchers announced, for example, that Apple had been collecting geolocation data through its mobile devices over time, and storing unencrypted data files containing this information on consumers’ computers and mobile devices. The Wall Street Journal has documented numerous companies gaining access to detailed information – such as age, gender, precise location, and the unique ID associated with a particular mobile device – that can then be used to track and predict consumer behavior. Not surprisingly, consumers are concerned: for example, a recent Nielsen study found that a majority of smartphone app users worry about their privacy when it comes to sharing their location through a mobile device. The Commission calls on companies to limit collection to data they need for a requested service or transaction. For example, a wallpaper app or an app that tracks stock quotes does not need to collect location information.

The extensive collection of consumer information – particularly location information – through mobile devices also heightens the need for companies to implement reasonable policies for purging data. Without data retention and disposal policies specifically tied to the stated business purpose for the data collection, location information could be used to build detailed profiles of consumer movements over time that could be used in ways not anticipated by consumers. Location information is particularly useful for uniquely identifying (or re-identifying) individuals using disparate bits of data. For example, a consumer can use a mobile application on her cell phone to “check in” at a restaurant for the purpose of finding and connecting with friends who are nearby. The same consumer might not expect the application provider to retain a history of restaurants she visited over time. If the application provider were to share that information with third parties, it could reveal a predictive pattern of the consumer’s movements thereby exposing the consumer to a risk of harm such as stalking. Taken together, the principles of reasonable collection limitation and disposal periods help to minimize the risks that information collected from or about consumers could be used in harmful or unexpected ways.

With respect to the particular concerns of location data in the mobile context, the Commission calls on entities involved in the mobile ecosystem to work together to establish standards that address data collection, transfer, use, and disposal, particularly for location data. To the extent that location data in particular is collected and shared with third parties, entities should work to provide consumers with more prominent notice and choices about such practices. Although some in the mobile ecosystem provide notice about the collection of geolocation data, not all companies have adequately disclosed the frequency or extent of the collection, transfer, and use of such data.
NOTES


4 Similarly, the photo-sharing app Path faced widespread criticism for uploading its users’ iPhone address books without their consent. See, e.g., Mark Hachman, Path Uploads Your Entire iPhone Contact List By Default, PC Magazine, Feb. 7, 2012, available at http://www.pcmag.com/article2/0,2817,2399970,00.asp.


7 Comment of Electronic Frontier Foundation, cmt. #00400, at 3.

C. SIMPLIFIED CONSUMER CHOICE

Baseline Principle: Companies should simplify consumer choice.

As detailed in the preliminary staff report and in submitted comments, many consumers face challenges in understanding the nature and extent of current commercial data practices and how to exercise available choices regarding those practices. This challenge results from a number of factors including: (1) the dramatic increase in the breadth of consumer data collection and use, made possible by an ever-increasing range of technologies and business models; (2) the ability of companies, outside of certain sector-specific laws, to collect and use data without first providing consumer choice; and (3) the inadequacy of typical privacy policies as a means to effectively communicate information about the privacy choices that are offered to consumers.

To reduce the burden on those consumers who seek greater control over their data, the proposed framework called on companies that collect and use consumer data to provide easy-to-use choice mechanisms that allow consumers to control whether their data is collected and how it is used. To ensure that choice is most effective, the report stated that a company should provide the choice mechanism at a time and in a context that is relevant to consumers – generally at the point the company collects the consumer’s information. At the same time, however, in recognition of the benefits of various types of data collection and use, the proposed framework identified certain “commonly accepted” categories of commercial data practices that companies can engage in without offering consumer choice.

Staff posed a variety of questions and received numerous comments regarding the proposed framework’s simplified consumer choice approach. Two trade organizations argued that the framework should identify those practices for which choice is appropriate rather than making choice the general rule, subject to exceptions for certain practices.165 The majority of commenters, however, did not challenge the proposed framework’s approach of setting consumer choice as the default.166 Instead, these commenters focused on the practicality of staff’s “commonly accepted” formulation.167 For example, several commenters questioned whether the approach was sufficiently flexible to allow for innovation.168 Others discussed whether specific practices should fall within the categories enumerated in the preliminary staff report.169 In addition, numerous commenters addressed the appropriate scope of the first-party marketing category and how to

165 Comment of Direct Marketing Ass’n, Inc., cmt. #00449, at 16; Comment of Interactive Advertising Bureau, cmt. #00388, at 8-9.
166 Several commenters expressed support for consumer choice generally. See, e.g., Comment of Center for Democracy & Technology, cmt. #00469, at 11-12; Comment of Consumer Federation of America, cmt. #00358, at 6-12. One governmental agency, for instance, expressly supported a general rule requiring consumer consent for the collection and any use of their information with only limited exceptions. Comment of Department of Veteran Affairs, cmt. #00479, at 5. Another commenter, supporting consumer choice, emphasized the importance of offering opportunities for choice beyond a consumer’s initial transaction. Comment of Catalog Choice, cmt. #00473, at 10-18.
167 Comment of Center for Democracy & Technology, cmt. #00469, at 8-11; Comment of Consumer Federation of America, cmt. #00358, at 6-10.
168 Comment of Computer and Communications Industry Ass’n, cmt. #00434, at 16; Comment of BlueKai, cmt. #00397, at 3-4; Comment of Retail Industry Leaders Ass’n, cmt. #00352, at 5-7; U.S. Chamber of Commerce, cmt. #00452, at 5; Comment of National Cable & Telecommunications Ass’n, cmt. #00432, at 23-24; Comment of Yahoo! Inc., cmt. #00444, at 9-10.
169 Comment of Phorm Inc., cmt. #00353, at 5; Comment of Verizon, cmt. #00428, at 11-13.
define specific business models. With respect to those practices that fall outside the “commonly accepted” categories, commenters also addressed the mechanics of providing choice at the relevant time and what types of practices require enhanced choice.

Consistent with the discussion and analysis set forth below, the Commission retains the proposed framework’s simplified choice model. Establishing consumer choice as a baseline requirement for companies that collect and use consumer data, while also identifying certain practices where choice is unnecessary, is an appropriately balanced model. It increases consumers’ control over the collection and use of their data, preserves the ability of companies to innovate new products and services, and sets clear expectations for consumers and industry alike. In order to better foster innovation and take into account new technologies and business models, however, the Commission is providing further clarification of the framework’s simplified choice concept.

1. PRACTICES THAT DO NOT REQUIRE CHOICE.

**Proposed Principle:** Companies do not need to provide choice before collecting and using consumers’ data for commonly accepted practices, such as product fulfillment.

The preliminary staff report identified five categories of data practices that companies can engage in without offering consumer choice, because they involve data collection and use that is either obvious from the context of the transaction or sufficiently accepted or necessary for public policy reasons. The categories included: (1) product and service fulfillment; (2) internal operations; (3) fraud prevention; (4) legal compliance and public purpose; and (5) first-party marketing. In response to the comments received, the Commission revises its approach to focus on the context of the consumer’s interaction with a company, as discussed below.

a. General Approach to “Commonly Accepted” Practices.

While generally supporting the concept that choice is unnecessary for certain practices, a variety of commenters addressed the issue of whether the list of “commonly accepted” practices was too broad or too narrow.170 A number of industry commenters expressed concern that the list of practice categories was too narrow and rigid. These commenters stated that, by enumerating a list of specific practices, the proposed framework created a bright-line standard that freezes in place current practices and potentially could harm innovation and restrict the development of new business models.171 In addition, the commenters asserted that notions of what is “commonly accepted” can change over time with the development of new ways to collect or use data. They also stated that line-drawing in this context could stigmatize business practices that fall outside of the “commonly accepted” category and place companies that engage in them at a competitive

---

170 Comment of AT&T Inc., cmt. #00420, at 18-22; Comment of Center for Democracy & Technology, cmt. #00469, at 8-11; Comment of Consumers Union, cmt. #00362, at 9-12; Comment of Consumer Federation of America, cmt. #00358, at 6-10; Comment of National Cable & Telecommunications Ass’n, cmt. #00432, at 23-25.

171 Comment of Computer and Communications Industry Ass’n, cmt. #00434, at 16; Comment of BlueKai, cmt. #00397, at 4; Comment of Retail Industry Leaders Ass’n, cmt. #00352, at 6-7; Comment of Yahoo! Inc., cmt. #00444, at 9-12; Comment of National Cable & Telecommunications Ass’n, cmt. #00432, at 23-24.
disadvantage. To resolve these concerns, commenters called on the Commission to provide guidance on how future practices relate to the “commonly accepted” category.\(^\text{172}\) Similarly, one commenter suggested that the practices identified in the preliminary staff report should serve as illustrative guidelines rather than an exhaustive and final list.\(^\text{173}\)

Commenters also supported adding additional practices or clarifying that the “commonly accepted” category includes certain practices. Some industry commenters suggested, for example, expanding the concept of fraud prevention to include preventing security attacks, “phishing,”\(^\text{174}\) and spamming or to protect intellectual property.\(^\text{175}\) Other recommendations included adding analytical data derived from devices that are not tied to individuals, such as smart grid data used for energy conservation and geospatial data used for mapping, surveying or providing emergency services.\(^\text{176}\) With respect to online behavioral advertising in particular, some trade associations recommended clarifying that the “commonly accepted” category of practices includes the use of IP addresses and third-party cookie data when used for purposes such as “frequency capping,” “attribution measurement,” and similar inventory or delivery measurements and to prevent click fraud.\(^\text{177}\)

More generally, some commenters discussed the “repurposing” of existing consumer data to develop new products or services. For example, one company supported expanding the “internal operations” category to include the practice of product and service improvement.\(^\text{178}\) One commenter recommended treating any uses of data that consumers would “reasonably expect under the circumstances” as commonly accepted.\(^\text{179}\) Another noted that, whether a new use of consumer data should be considered commonly accepted would depend upon a variety of factors, including the extent to which the new use is consistent with previously defined uses.\(^\text{180}\)

In contrast to the calls for expanding the “commonly accepted” practice categories to cover various practices, a number of consumer and privacy organizations advocated for a more restrictive approach to determining the practices that do not require consumer choice. Although agreeing that choice is not necessary for product and service fulfillment, one commenter stated that most of the other practices enumerated in the proposed framework – including internal operations, fraud prevention, and legal compliance and public purpose – were vague and required additional description. The commenter called on

\(^\text{172}\) Comment of eBay, cmt. #00374, at 6-7; Comment of Phorm Inc., cmt. #00353, at 5.
\(^\text{173}\) See Comment of AT&T Inc., cmt. #00420, at 18.
\(^\text{174}\) Phishing uses deceptive spam that appears to be coming from legitimate, well-known sources to trick consumers into divulging sensitive or personal information, such as credit card numbers, other financial data, or passwords.
\(^\text{175}\) See Comment of Microsoft Corp., cmt. #00395, at 8 (security attacks, phishing schemes, and spamming); Comment of Business Software Alliance, cmt. #00389, at 5-6 (security access controls and user and employee authentication, cybercrime and fraud prevention and detection, protecting and enforcing intellectual property and trade secrets).
\(^\text{176}\) See Comment of IBM, cmt. #00433, at 5 (energy conservation); Comment of Management Ass’n for Private Programming Surveyors, cmt. #00205, at 2-3 (mapping, surveying or providing emergency services).
\(^\text{177}\) See Comment of Online Publishers Ass’n, cmt. #00315, at 5 (frequency capping, click fraud); Comment of Interactive Advertising Bureau, cmt. #00388, at 9 (attribution measurement).
\(^\text{178}\) See Comment of AT&T Inc., cmt. #00420, at 18-19.
\(^\text{179}\) See Comment of Microsoft Corp., cmt. #00395, at 8.
\(^\text{180}\) See Comment of Future of Privacy Forum, cmt. #00341, at 5.
the Commission to define these terms as narrowly as possible so that they would not become loopholes used to undermine consumer privacy.\footnote{See Comment of Consumer Federation of America, cmt. #00358, at 6.}

One privacy advocate expressed reservations about the breadth of the “internal operations” category of practices – specifically, the extent to which it could include product improvement and website analytics. This commenter stated that, if viewed broadly, product improvement could justify, for example, a mobile mapping application collecting precise, daily geolocation data about its customers and then retaining the data long after providing the service for which the data was necessary. Similarly, this commenter noted that companies potentially could use analytics programs to create very detailed consumer profiles to which many consumers might object, without offering them any choice. This commenter recommended that the Commission revise the proposed framework’s internal operations category to make it consistent with the “operational purpose” language contained in H.R. 611 from the 112th Congress, which would include, among other things, “basic business functions such as accounting, inventory and supply chain management, quality assurance, and internal auditing.”\footnote{See Comment of Center for Democracy & Technology, cmt. #00469, at 8-9 (citing BEST PRACTICES Act, H.R. 611, 112th Congress § 2(5)(iii) (2011)).}

The Commission believes that for some practices, the benefits of providing choice are reduced – either because consent can be inferred or because public policy makes choice unnecessary. However, the Commission also appreciates the concerns that the preliminary staff report’s definition of “commonly accepted practices” may have been both under-inclusive and over-inclusive. To the extent the proposed framework was interpreted to establish an inflexible list of specific practices, it risked undermining companies’ incentives to innovate and develop new products and services to consumers, including innovative methods for reducing data collection while providing valued services. On the other hand, companies could read the definition so broadly that virtually any practice could be considered “commonly accepted.”

The standard should be sufficiently flexible to allow for innovation and new business models but also should cabin the types of practices that do not require consumer choice. To strike that balance, the Commission refines the standard to focus on the \textit{context of the interaction} between a business and the consumer. This new “context of the interaction” standard is similar to the concept suggested by some commenters that the need for choice should depend on reasonable consumer expectations,\footnote{See Comment of Microsoft Corp., cmt. #00395, at 8; Comment of National Cable & Telecommunications Ass’n, cmt. #00432, at 23-26; Comment of Pharmaceutical Research & Manufacturers of America, cmt. #00477, at 13.} but is intended to provide businesses with more concrete guidance. Rather than relying solely upon the inherently subjective test of consumer expectations, the revised standard focuses on more objective factors related to the consumer’s relationship with a business. Specifically, whether a practice requires choice turns on the extent
to which the practice is consistent with the context of the transaction or the consumer’s existing relationship with the business, or is required or specifically authorized by law. ¹⁸⁴

The purchase of an automobile from a dealership illustrates how this standard could apply. In connection with the sale of the car, the dealership collects personal information about the consumer and his purchase. Three months later, the dealership uses the consumer’s address to send him a coupon for a free oil change. Similarly, two years after the purchase, the dealership might send the consumer notice of an upcoming sale on the type of tires that came with the car or information about the new models of the car. In this transaction the data collection and subsequent use is consistent with the context of the transaction and the consumer’s relationship with the car dealership. Conversely, if the dealership sells the consumer’s personal information to a third-party data broker that appends it to other data in a consumer profile to sell to marketers, the practice would not be consistent with the car purchase transaction or the consumer’s relationship with the dealership.

Although the Commission has revised the standard for evaluating when choice is necessary, it continues to believe that the practices highlighted in the preliminary staff report – fulfilment, fraud prevention, internal operations, legal compliance and public purpose, and most first-party marketing ¹⁸⁵ – provide illustrative guidance regarding the types of practices that would meet the revised standard and thus would not typically require consumer choice. Further, drawing upon the recommendations of several commenters, ¹⁸⁶ the Commission agrees that the fraud prevention category would generally cover practices designed to prevent security attacks or phishing; internal operations would encompass frequency capping and similar advertising inventory metrics; and legal compliance and public purpose would cover intellectual property protection or using location data for emergency services. ¹⁸⁷ It should be noted, however, that even within these categories there may be practices that are inconsistent with the context of the interaction standard and thus warrant consumer choice. For instance, there may be contexts in which the “repurposing” of data to improve existing products or services would exceed the internal operations concept. Thus, where a product improvement involves additional sharing of consumer data with third parties, it would no longer be an “internal operation” consistent with the context of the consumer’s interaction with a company. On the

¹⁸⁴ As noted above, focusing on the context of the interaction is consistent with the Respect for Context principle in the Consumer Privacy Bill of Rights proposed by the White House. See White House, Consumer Data Privacy in a Networked World: A Framework for Protecting Privacy and Promoting Innovation in the Global Digital Economy, App. A. (Feb. 2012), available at http://www.whitehouse.gov/sites/default/files/privacy-final.pdf. The Respect for Context principle requires companies to limit their use of consumer data to purposes that are consistent with the company’s relationship with the consumer and with the context in which the consumer disclosed the data, unless the company is legally required to do otherwise. If a company will use data for other purposes it must provide a choice at a prominent point, outside of the privacy policy.

¹⁸⁵ See supra at Section IV.C.1.

¹⁸⁶ See supra note 175.

¹⁸⁷ With respect to use of geolocation data for mapping, surveying or similar purposes, if the data cannot reasonably be linked to a specific consumer, computer, or device, a company collecting or using the data would not need to provide a consumer choice mechanism. Similarly, if a company takes reasonable measures to de-identify smart grid data and takes the other steps outlined above, the company would not be obligated to obtain consent before collecting or using the data. See supra Section IV.A.4.
other hand, product improvements such as a website redesign or a safety improvement would be the type of “internal operation” that is generally consistent with the context of the interaction.  


The preliminary staff report’s questions regarding first-party marketing generated a large number of comments. As discussed, the Commission has revised the standard for determining whether a practice requires consumer choice but believes that most first-party marketing practices are consistent with the consumer’s relationship with the business and thus do not necessitate consumer choice. Nevertheless, as a number of the commenters discussed, there are certain practices that raise special concerns and therefore merit additional analysis and clarification.

(i) Companies Must Provide Consumers With A Choice Whether To Be Tracked Across Other Parties’ Websites.

Commenters raised questions about companies and other services that have first-party relationships with consumers, but may have access to behavioral activity data that extends beyond the context of that first-party relationship. For example, in response to the question in the preliminary staff report regarding the use of deep packet inspection (“DPI”), a number of commenters cited the ability of ISPs to use DPI to monitor and track consumers’ movements across the Internet and use the data for marketing. There appeared to be general consensus among the commenters that, based on the potential scope of the tracking, an ISP’s use of DPI for marketing purposes is distinct from other forms of marketing practices by companies that have a first-party relationship with consumers, and thus at a minimum requires consumer choice.

Similarly, commenters cited the use of “social plugins” – such as the Facebook “Like” button – that allow social media services to track consumers across every website that has installed the plugin. The commenter stated that, as with DPI, consumers would not expect social media sites to track their visits to other websites or that the profiles created from such tracking could be used for marketing.

188 Moreover, even if a given practice does not necessitate consumer choice, the framework’s other elements – e.g., data collection limits and disposal requirements, increased transparency – would still apply, thereby preventing a company from exploiting these categories.

189 Deep packet inspection (“DPI”) refers to the ability of ISPs to analyze the information, comprised of data packets, that traverses their networks when consumers use their services.

190 See Comment of AT&T Inc., cmt. #00420, at 21-22 & n.34; Comment of Berlin Commissioner for Data Protection & Freedom of Information, cmt. #00484, at 2-3; Comment of Computer & Communications Industry Ass’n, cmt. #00434, at 15; Comment of Phorm Inc., cmt. #00353, App. A at 3-4; Comment of U.S. Public Policy Council of the Ass’n for Computing Machinery, cmt. #00431, at 6.

191 See Comment of Phorm Inc., cmt. #00353, App. A at 3-4; Comment of Center for Democracy & Technology, cmt. #00469, at 14-15; Comment of AT&T Inc., cmt. #00420, at 21-22 & n.34.

192 See Comment of Consumer Federation of America, cmt. #00358, at 8 (citing Justin Brookman, Facebook Pressed to Tackle Lingering Privacy Concerns, Center for Democracy & Technology (June 16, 2010), available at https://www.cdt.org/blogs/justin-brookman/facebook-pressed-tackle-lingering-privacy-concerns); Comment of Berkeley Center for Law & Technology, cmt. #00347, at 8; see also Arnold Roosendaal, Facebook Tracks and Traces Everyone: Like This!, (Nov. 30, 2010), available at http://papers.ssrn.com/so13/papers.cfm?abstract_id=1717563 (detailing how Facebook tracks consumers through the Like button, including non-Facebook members and members who have logged out of their Facebook accounts); Nik Cubrilovic, Logging Out Of Facebook Is Not Enough, NEW WEB ORDER (Sept. 25, 2011), http://nikcub.appspot.com/posts/logging-out-of-facebook-is-not-enough.
The Commission agrees that where a company that has a first-party relationship with a consumer for delivery of a specific service but also tracks the consumer’s activities across other parties’ websites, such tracking is unlikely to be consistent with the context of the consumer’s first-party relationship with the entity. Accordingly, under the final framework, such entities should not be exempt from having to provide consumers with choices. This is true whether the entity tracks consumers through the use of DPI, social plug-ins, http cookies, web beacons, or some other type of technology.\textsuperscript{193}

As an example of how this standard can apply, consider a company with multiple lines of business, including a search engine and an ad network. A consumer has a “first-party relationship” with the company when using the search engine. While it may be consistent with this first-party relationship for the company to offer contextual ads on the search engine site, it would be inconsistent with the first-party search engine relationship for the company to use its third-party ad network to invisibly track the consumer across the Internet.

To use another example, many online retailers engage in the practice of “retargeting,” in which the retailer delivers an ad to a consumer on a separate website based on the consumer’s previous activity on the retailer’s website.\textsuperscript{194} Because the ad is tailored to the consumer’s activity on the retailer’s website, it could be argued that “retargeting” is a first-party marketing practice that does not merit consumer choice. However, because it involves tracking the consumer from the retailer’s website to a separate site on which the retailer is a third party and communicating with the consumer in this new context, the Commission believes that the practice of retargeting is inconsistent with the context of consumer’s first-party interaction with the retailer. Thus, where an entity has a first-party relationship with a consumer on its own website, and it engages in third-party tracking of the consumer across other websites the entity should provide meaningful choice to the consumer.

(ii) Affiliates Are Third Parties Unless The Affiliate Relationship Is Clear to Consumers.

Several trade organizations stated that first-party marketing should include the practice of data sharing among all of a particular entity’s corporate affiliates and subsidiaries.\textsuperscript{195} In contrast, a number of commenters – including individual companies and consumer advocates – took a more limited approach that would treat affiliate sharing as a first-party practice only if the affiliated companies share a trademark, are commonly-branded, or the affiliated relationship is otherwise reasonably clear to consumers.\textsuperscript{196} One consumer advocate also suggested restricting data sharing to commonly-branded affiliates in the same line of business so that the data would be used in a manner that is consistent with the purpose for which the first party collected it.\textsuperscript{197}

\textsuperscript{193} See \textit{infra} at Section IV.C.2.d. (discussing special concerns that arise by comprehensive tracking by large platform providers).

\textsuperscript{194} For example, a consumer visits an online sporting goods retailer, looks at but does not purchase running shoes, and then visits a different website to read about the local weather forecast. A first party engages in retargeting if it delivers an ad for running shoes to the consumer on the third-party weather site.

\textsuperscript{195} See \textit{Comment of Direct Marketing Ass’n, Inc.}, cmt. #00449, at 16; \textit{Comment of Interactive Advertising Bureau}, cmt. #00388, at 8; \textit{Comment of National Cable & Telecommunications Ass’n}, cmt. #00432, at 24.

\textsuperscript{196} See \textit{Comment of Yahoo! Inc.}, cmt. #00444, at 11; \textit{Comment of IBM}, cmt. #00433, at 6; \textit{Comment of AT&T Inc.}, cmt. #00420, at 20; \textit{Comment of Catalog Choice}, cmt. #00473, at 10; \textit{Comment of Consumers Union}, cmt. #00362, at 10-11.

\textsuperscript{197} See \textit{Comment of Consumers Union}, cmt. #00362, at 10-11.
The Commission maintains the view that affiliates are third parties, and a consumer choice mechanism is necessary unless the affiliate relationship is clear to consumers. Common branding is one way of making the affiliate relationship clear to consumers. By contrast, where an affiliate relationship is hidden – such as between an online publisher that provides content to consumers through its website and an ad network that invisibly tracks consumers’ activities on the site – marketing from the affiliate would not be consistent with a transaction on, or the consumer’s relationship with, that website. In this scenario consumers should receive a choice about whether to allow the ad network to collect data about their activities on the publisher’s site.

(iii) Cross-Channel Marketing Is Generally Consistent with the Context of a Consumer’s Interaction with a Company.

A variety of commenters also discussed the issue of whether the framework should require choice for cross-channel marketing, e.g., where a consumer makes an in-store purchase and receives a coupon – not at the register, but in the mail or through a text message. These commenters stated that the framework should not require choice when a first party markets to consumers through different channels, such as the Internet, email, mobile apps, texts, or in the offline context. In support of this conclusion, one commenter stated that restricting communications from a first party to the initial means of contact would impose costs on business without any consumer benefits.

The Commission agrees that the first-party marketing concept should include the practice of contacting consumers across different channels. Regardless of the particular means of contact, receipt of a message from a company with which a consumer has interacted directly is likely to be consistent with the consumer’s relationship with that company. At the same time, as noted above, if an offline or online retailer tracks a customer’s activities on a third-party website, this is unlikely to be consistent with the customer’s relationship with the retailer; thus, choice should be required.

(iv) Companies Should Implement Measures to Improve The Transparency of Data Enhancement.

A large number of commenters discussed whether the practice of data enhancement, by which a company appends data obtained from third-party sources to information it collects directly from consumers, should require choice. Some of these commenters specifically objected to allowing companies to enhance data without providing consumers choice about the practice.

For example, one academic organization characterized data enhancement without consumer choice as “trick[ing]” consumers into participating in their own profiling for the benefit of companies. As

---

198 See Comment of Yahoo! Inc., cmt. #00444, at 10; Comment of IBM, cmt. #00433, at 6; Comment of AT&T Inc., cmt. #00420, at 20; Comment of Catalog Choice, cmt. #00473, at 9-10; Comment of Direct Marketing Ass’n, Inc., cmt. #00449, at 16; Comment of Interactive Advertising Bureau, cmt. #00388, at 8.

199 See Comment of American Catalog Mailers Ass’n, cmt. #00424, at 7.

200 Such marketing communications would, of course, still be subject to any existing restrictions, including the CAN-SPAM Act, 15 U.S.C. §§ 7701-7713 (2010).

201 See Comment of Consumer Federation of America, cmt. #00358, at 10; Comment of Consumers Union, cmt. #00362, at 11.

202 Comment of Berkeley Center for Law & Technology, cmt. #00347, at 9-10.
companies develop new means for collecting data about individuals, this commenter stated, consumers should have more tools to control data collection, not fewer.  

Similarly, a consumer organization explained that consumers may not anticipate that the companies with which they have a relationship can obtain additional data about them from other sources, such as social networking sites, and use the data for marketing.  This commenter concluded that requiring companies to provide choice will necessitate better explanations of the practice, which will lead to improved consumer understanding.

Other stakeholders also raised concerns about data enhancement absent consumer choice. One company focused on the practice of enhancing online cookie data or IP addresses with offline identity data and stated that such enhancement should be subject to consumer choice. In addition, a data protection authority stated that consumers are likely to expect choice where the outcome of data enhancement could negatively affect the consumer or where the sources of data used for enhancement would be unexpected to the consumer.

Alternatively, a number of industry commenters opposed requiring consumer choice for data enhancement in connection with first-party marketing. These commenters described data enhancement as a routine and longstanding practice that allows businesses to better understand and serve their consumers. Commenters enumerated a variety of benefits from the availability and use of third-party data, including: development of new or more relevant products and services; ensuring the accuracy of databases; reducing barriers to small firms seeking to enter markets; helping marketers identify the best places to locate retail stores; and reducing irrelevant marketing communications.

One commenter noted that requiring content publishers such as newspapers to offer consumer choice before buying information from non-consumer-facing data brokers would impose logistical and financial challenges that would interfere with publishers’ ability to provide relevant content or sell the advertising to support it. Other commenters claimed that, where the data used for enhancement comes from third-party sources, it was likely subject to choice at the point of collection from the consumer and therefore providing additional choice is unnecessary. Taking a similar approach, one company noted that the third-party source of the data should be responsible for complying with the framework when it shares data, and the recipient should be responsible for any subsequent sharing of the enhanced data.

203 Id., at 8-10 (describing Williams-Sonoma’s collection of consumers’ zip codes in Pineda v. Williams-Sonoma Stores, Inc., 246 P.3d 612 (Cal. 2011)).

204 Comment of Consumer Federation of America, cmt. #00358, at 10.

205 See Comment of Phorm Inc., cmt. #00353, at 5.

206 See Comment of the Information Commissioner’s Office of the UK, cmt. #00249, at 3.

207 See Comment of Newspaper Ass’n of America, cmt. #00383, at 7-8; Comment of National Cable & Telecommunications Ass’n, cmt. #00432, at 24-26; Comment of Experian, cmt. #00398, at 5-6; Comment of Magazine Publishers of America, cmt. #00332, at 4; Consumer Data Industry Ass’n, cmt. #00363, at 2-3.

208 Comment of Experian, cmt. #00398, at 6; see Comment of Newspaper Ass’n of America, cmt. #00383, at 6-8.

209 Comment of Newspaper Ass’n of America, cmt. #00383, at 7-8.

210 Comment of Experian, cmt. #00398, at 9 (citing the Direct Marketing Association’s Guidelines for Ethical Business Practice); Comment of Magazine Publishers of America, cmt. #00332, at 5-6.

211 Comment of Microsoft Corp., cmt. #00395, at 8.
The issue of whether a first-party marketer should provide choice for data enhancement is particularly challenging because the practice involves two separate and distinct types of consumer data collection. One involves the consumer-to-business transfer of data – for instance, where an online retailer collects information directly from the consumer by tracking the products the consumer purchased in the store or looked at while visiting the retailer’s website. The other involves a business-to-business transfer of data – such as where retailer purchases consumer data from a non-consumer-facing data broker.

As to the first type of data collection, for the reasons discussed above, if the first party does not share information with third parties or track consumers across third-party websites, the practice would be consistent with the context of the consumer’s interaction with the company. Therefore, the framework would not call for a consumer choice mechanism. In contrast, because the second type of data collection involves the transfer of data from one business to another and does not directly involve the consumer (and therefore is typically unknown to the consumer), it is unlikely to be consistent with a transaction or relationship between the consumer and the first party. The Commission nevertheless recognizes that it would be impractical to require the first-party marketer to offer a choice mechanism when it appends data from third-party sources to the data it collects directly from its consumers. As discussed in the comments, such a requirement would impose costs and logistical problems that could preclude the range of benefits that data enhancement facilitates.

Instead, full implementation of the framework’s other components should address the privacy concerns that commenters raised about data enhancement. First, companies should incorporate privacy by design concepts, including limiting the amount of data they collect from consumers and third parties alike to accomplish a specific business purpose, reducing the amount of time they retain such data, and adopting reasonable security measures. The framework also calls for consumer choice where a company shares with a third party the data it collects from a consumer. Thus, consumers will have the ability to control the flow of their data to third parties who might sell the data to others for enhancement. In addition, companies should improve the transparency of their practices by disclosing that they engage in data enhancement and educating consumers about the practice, identifying the third-party sources of the data, and providing a link or other contact information so the consumer can contact the third-party source directly. Finally, to further protect consumer privacy, the Commission recommends that first parties that obtain marketing data for enhancement should take steps to encourage their third-party data broker sources to increase their own transparency, including by participating in a centralized data broker website, discussed further below, where consumers could learn more information about data brokers and exercise choices. The first parties may also consider contractually requiring their data broker sources to take these steps.

212 See *supra* Section IV.C.1.b.(i).
213 The concept of such a website is discussed, *infra*, Section IV.D.2.a.
DATA ENHANCEMENT CASE STUDY:
FACIAL RECOGNITION SOFTWARE

Facial recognition technology\(^1\) enables the identification of an individual based on his or her distinct facial characteristics. While this technology has been used in experiments for over thirty years, until recently it remained costly and limited under real world conditions.\(^2\) However, steady improvements in the technology combined with increased computing power have shifted this technology out of the realm of science fiction and into the marketplace. As costs have decreased and accuracy improved, facial recognition software has been incorporated into a variety of commercial products. Today it can be found in online social networks and photo management software, where it is used to facilitate photo-organizing,\(^3\) and in mobile apps where it is used to enhance gaming.\(^4\)

This surge in the deployment of facial recognition technology will likely boost the desire of companies to use data enhancement by offering yet another means to compile and link information about an individual gathered through disparate transactions and contexts. For instance, social networks such as Facebook and LinkedIn, as well as websites like Yelp and Amazon, all encourage users to upload profile photos and make these photos publicly available. As a result, vast amounts of facial data, often linked with real names and geographic locations, have been made publicly available. A recent paper from researchers at Carnegie Mellon University illustrated how they were able to combine readily available facial recognition software with data mining algorithms and statistical re-identification techniques to determine in many cases an individual’s name, location, interests, and even the first five digits of the individual’s Social Security number, starting with only the individual’s picture.\(^5\)

Companies could easily replicate these results. Today, retailers use facial detection software in digital signs to analyze the age and gender of viewers and deliver targeted advertisements.\(^6\) Facial detection does not uniquely identify an individual. Instead, it detects human faces and determines gender and approximate age range. In the future, digital signs and kiosks placed in supermarkets, transit stations, and college campuses could capture images of viewers and, through the use of facial recognition software, match those faces to online identities, and return advertisements based on the websites specific individuals have visited or the publicly available information contained in their social media profiles. Retailers could also implement loyalty programs, ask users to associate a photo with the account, then use the combined data to link the consumer to other online accounts or their in-store actions. This would enable the retailer to glean information about the consumer’s purchase habits, interests, and even movements,\(^7\) which could be used to offer discounts on particular products or otherwise market to the consumer.
The ability of facial recognition technology to identify consumers based solely on a photograph, create linkages between the offline and online world, and compile highly detailed dossiers of information, makes it especially important for companies using this technology to implement privacy by design concepts and robust choice and transparency policies. Such practices should include reducing the amount of time consumer information is retained, adopting reasonable security measures, and disclosing to consumers that the facial data they supply may be used to link them to information from third parties or publicly available sources. For example, if a digital sign uses data enhancement to deliver targeted advertisements to viewers, it should immediately delete the data after the consumer has walked away. Likewise, if a kiosk is used to invite shoppers to register for a store loyalty program, the shopper should be informed that the photo taken by the kiosk camera and associated with the account may be combined with other data to market discounts and offers to the shopper. If a company received the data from other sources, it should disclose the sources to the consumer.

NOTES


7 For instance, many consumers use services such as Foursquare which allow them to use their mobile phone to “check in” at a restaurant to find friends who are nearby. See Foursquare, About Foursquare, https://foursquare.com/about.
(v) Companies Should Generally Give Consumers a Choice Before Collecting Sensitive Data for First-Party Marketing.

Commenters addressed whether companies that collect sensitive data214 for their own marketing should offer consumer choice. A number of privacy and consumer organizations asserted that even where a business collects data in a first-party setting, any marketing based on sensitive data should require the consumer’s affirmative express consent.215 These commenters stated that the use of sensitive data for marketing could cause embarrassment for consumers or lead to various types of discriminatory conduct, including denial of benefits or being charged higher prices. One such commenter also noted that heightened choice for sensitive data is consistent with the FTC staff’s Self-Regulatory Principles for Online Behavioral Advertising (“2009 OBA Report”).216

Rather than always requiring consent, an industry trade association pushed for a more flexible approach to the use of sensitive data in first-party marketing.217 This commenter stated that the choice analysis should depend upon the particular context and circumstances in which the data is used. The commenter noted that, for example, with respect to sensitive location data, where a consumer uses a wireless service to find nearby restaurants and receive discounts, the consumer implicitly understands his location data will be used and consent can be inferred.

The Commission agrees with the commenters who stated that affirmative express consent is appropriate when a company uses sensitive data for any marketing, whether first- or third-party. Although, as a general rule, most first-party marketing presents fewer privacy concerns, the calculus changes when the data is sensitive. Indeed, when health or children’s information is involved, for example, the likelihood that data misuse could lead to embarrassment, discrimination, or other harms is increased. This risk exists regardless of whether the entity collecting and using the data is a first party or a third party that is unknown to the consumer. In light of the heightened privacy risks associated with sensitive data, first parties should provide a consumer choice mechanism at the time of data collection.218

At the same time, the Commission believes this requirement of affirmative express consent for first-party marketing using sensitive data should be limited. Certainly, where a company’s business model is designed to target consumers based on sensitive data – including data about children, financial and health information, Social Security numbers, and certain geolocation data – the company should seek affirmative express consent before collecting the data from those consumers.219 On the other hand, the risks to consumers may not justify the potential burdens on general audience businesses that incidentally collect and use sensitive

214 The Commission defines as sensitive, at a minimum, data about children, financial and health information, Social Security numbers, and certain geolocation data, as discussed below. See infra Section IV.C.2.e.(ii).
215 Comment of Center for Democracy & Technology, cmt. #00469, at 10; Comment of Consumer Federation of America, cmt. #00358, at 8-9; Comment of Consumers Union, cmt. #00362, at 12-13.
217 Comment of CTIA – The Wireless Ass’n, cmt. #00375, at 4-6.
218 Additional discussion regarding the necessary level of consent for the collection or use of sensitive data, as well as other practices that raise special privacy considerations, is set forth below. See infra Section IV.C.2.e.(ii).
219 These categories of sensitive data are discussed further below. See infra Section IV.C.2.e.(ii).
information. For example, the Commission has previously noted that online retailers and services such as Amazon.com and Netflix need not provide choice when making product recommendations based on prior purchases. Thus, if Amazon.com were to recommend a book related to health or financial issues based on a prior purchase on the site, it need not provide choice. However, if a health website is designed to target people with particular medical conditions, that site should seek affirmative express consent when marketing to consumers.

**Final Principle:** Companies do not need to provide choice before collecting and using consumer data for practices that are consistent with the context of the transaction or the company's relationship with the consumer, or are required or specifically authorized by law.

2. **FOR PRACTICES INCONSISTENT WITH THE CONTEXT OF THEIR INTERACTION WITH CONSUMERS, COMPANIES SHOULD GIVE CONSUMERS CHOICES.**

**Proposed Principle:** For practices requiring choice, companies should offer the choice at a time and in a context in which the consumer is making a decision about his or her data.

For those practices for which choice is contemplated, the proposed framework called on companies to provide choice at a time and in a context in which the consumer is making a decision about his or her data. In response, commenters discussed a number of issues, including the methods for providing just in time choice, when “take-it-or-leave-it” choice may be appropriate, how to respond to the call for a Do Not Track mechanism that would allow consumers to control online tracking, and the contexts in which affirmative express consent is necessary.

The Commission adopts the proposed framework’s formulation that choice should be provided at a time and in a context in which the consumer is making a decision about his or her data. The Commission also adds new language addressing when a company should seek a consumer’s affirmative express consent.

a. **Companies Should Provide Choices At a Time and In a Context in Which the Consumer Is Making a Decision About His or Her Data.**

The call for companies to provide a “just in time” choice generated numerous comments. Several consumer organizations as well as industry commenters stressed the importance of offering consumer choice at the time the consumer provides — and the company collects or uses — the data at issue and pointed to examples of existing mechanisms for providing effective choice.\(^{220}\) One commenter stated that in order to make choice mechanisms meaningful to consumers, companies should incorporate them as a feature of a product or service rather than as a legal disclosure.\(^{221}\) Using its vendor recommendation service as an example, this commenter suggested incorporating a user’s sharing preferences into the sign-up process instead of setting such preferences as a default that users can later adjust and personalize. Another

\(^{220}\) See Comment of Consumer Federation of America, cmt. #00358, at 10; Comment of Center for Democracy & Technology, cmt. #00469, at 23-24; Comment of AT&T Inc., cmt. #00420, at 22-23; Comment of Phorm Inc., cmt. #00353, at 9-10.

\(^{221}\) Comment of AT&T Inc., cmt. #00420, at 22-23.
commenter stated that choice options should occur in a “time-appropriate manner” that takes into account the “functional and aesthetic context” of the product or service.222

Others raised concerns about the practicality of providing choice prior to the collection or use of data in different contexts.223 For instance, a number of commenters discussed the offline retail context and noted that cashiers are typically unqualified to communicate privacy information or to discuss data collection and use practices with customers.224 One commenter further discussed the logistical problems with providing such information at the point of sale, citing consumer concerns about ease of transaction and in-store wait times.225 Other commenters described the impracticality of offering and obtaining advance consent in an offline mail context, such as a magazine subscription card or catalogue request that a consumer mails to a fulfillment center.226 In the online context, one commenter expressed concern that “pop-up” choice mechanisms complicate or clutter the user experience, which could lead to choice “fatigue.”227 Another commenter noted that where data collection occurs automatically, such as in the case of online behavioral advertising, obtaining consent before collection could be impractical.228

One theme that a majority of the commenters addressing this issue articulated is the need for flexibility so that companies can tailor the choice options to specific business models and contexts.229 Rather than a rigid reliance on advance consent, commenters stated that companies should be able to provide choice before collection, close to the time of collection, or a time that is convenient to the consumer.230 The precise method should depend upon context, the sensitivity of the data at issue, and other factors.231 Citing its own best practices guidance, one trade organization recommended that the Commission focus not on the precise mechanism for offering choice, but on whether the consent is informed and based on sufficient notice.232

The Commission appreciates the concerns that commenters raised about the timing of providing choices. Indeed, the proposed framework was not intended to set forth a “one size fits all” model for designing consumer choice mechanisms. Staff instead called on companies to offer clear and concise choice

222 Comment of Center for Democracy & Technology, cmt. #00469, at 11.
223 See Comment of Microsoft Corp., cmt. #00395, at 8-10, 14; Comment of SIFMA, cmt. #00265, at 5-6; Comment of Retail Industry Leaders As’n, cmt. #00352, at 8-10.
224 Comment of Retail Industry Leaders As’n, cmt. #00352, at 8; Comment of Experian, cmt. #00398, at 9.
225 Comment of Retail Industry Leaders As’n, cmt. #00352, at 8.
226 See Comment of Magazine Publishers of America, cmt. #00332, at 4 (noting that the “blow-in cards” in magazines often used to solicit new subscriptions have very limited space, and including lengthy disclosures on these cards could render them unreadable); Comment of American Catalogue Mailers As’n, cmt. #00424, at 7.
227 See Comment of Retail Industry Leaders As’n, cmt. #00352 at 7; see also Comment of Experian, cmt. #00398, at 9 (noting that the proposed changes in notice and choice procedures would be inconvenient for consumers and would damage the consumer experience).
228 Comment of Retail Industry Leaders As’n, cmt. #00352, at 8.
229 Comment of Microsoft Corp., cmt. #00395, at 2; Comment of AT&T Inc., cmt. #00420 at 3, 7; Comment of Consumers Union, cmt. #00362, at 5, 11-12; Comment of Consumer Federation of America, cmt. #00358, at 10.
230 Comment of Retail Industry Leaders As’n, cmt. #00352, at 9.
231 Comment of Facebook, Inc., cmt. #00413, at 10; Comment of Retail Industry Leaders As’n, cmt. #00352, at 9; see also Comment of Experian, cmt. #00398, at 9 (generally disputing the need for “just-in-time” notice, but acknowledging that it might be justified for the transfer to non-affiliated third parties of sensitive information for marketing purposes).
232 See Comment of CTIA - The Wireless As’n, cmt. #00375, at 10 (describing the form of consent outlined in the CTIA’s “Best Practices and Guidelines for Location-Based Services”).
mechanisms that are easy to use and are delivered at a time and in a context that is relevant to the consumer’s decision about whether to allow the data collection or use. Precisely how companies in different industries achieve these goals may differ depending on such considerations as the nature or context of the consumer’s interaction with a company or the type or sensitivity of the data at issue.

In most cases, providing choice before or at the time of collection will be necessary to gain consumers’ attention and ensure that the choice presented is meaningful and relevant. If a consumer is submitting his or her data online, the consumer choice could be offered, for example, directly adjacent to where the consumer is entering his or her data. In other contexts, the choice might be offered immediately upon signing up for a service, as in the case of a social networking website.

In some contexts, however, it may be more practical to communicate choices at a later point. For example, in the case of an offline retailer, the choice might be offered close to the time of a sale, but in a manner that will not unduly interfere with the transaction. This could include communicating the choice mechanism through a sales receipt or on a prominent poster at the location where the transaction takes place. In such a case, there is likely to be a delay between when the data collection takes place and when the consumer is able to contact the company in order to exercise any choice options. Accordingly, the company should wait for a disclosed period of time before engaging in the practices for which choice is being offered. The Commission also encourages companies to examine the effectiveness of such choice mechanisms periodically to determine whether they are sufficiently prominent, effective, and easy to use.

Industry is well positioned to design and develop choice mechanisms that are practical for particular business models or contexts, and that also advance the fundamental goal of giving consumers the ability to make informed and meaningful decisions about their privacy. The Commission calls on industry to use the same type of creativity industry relies on to develop effective marketing campaigns and user interfaces for consumer choice mechanisms. One example of such a creative approach is the online behavioral advertising industry’s development of a standardized icon and text that is embedded in targeted advertisements. The icon and text are intended to communicate that the advertising may rely on data collected about consumers. They also serve as a choice mechanism to allow the consumer to exercise control over the delivery of such ads. Even though in most cases, cookie placement has already occurred, the in-ad disclosure provides a logical “teachable moment” for the consumer who is making a decision about his or her data.

b. Take-it-or-Leave-it Choice for Important Products or Services Raises Concerns When Consumers Have Few Alternatives.

Several commenters addressed whether it is appropriate for a company to make a consumer’s use of its product or service contingent upon the consumer’s acceptance of the company’s data practices. Two industry

---

233 The FTC recognizes that incorporating this delay period may require companies to make programming changes to their systems. As noted above, in the discussion of legacy data systems, see supra at Section IV.B.2., these changes may take time to implement.

234 As noted in Section IV.C.2.c., industry continues to consider ways to make the icon and opt out mechanism more usable and visible for consumers.

235 But see Comment of Center for Digital Democracy and U.S. PIRG, cmt. #00338, at 29 (criticizing visibility of the icon to consumers).
commenters suggested that “take-it-or-leave-it” or “walk away” choice is common in many business models, such as retail and software licensing, and companies have a right to limit their business to those who are willing to accept their policies.236 Another commenter stated that preventing companies from offering take-it-or-leave-it choice might be unconstitutional under the First Amendment.237 Other commenters, however, characterized walk away choice as generally inappropriate.238 Some argued that the privacy framework should prevent companies from denying consumers access to goods or services, including website content, where consumers choose to limit the collection or use of their data.239

Most of the commenters that addressed this issue took a position somewhere in between.240 In determining whether take-it-or-leave-it choice is appropriate, these commenters focused on three main factors. First, they noted that there must be adequate competition, so that the consumer has alternative sources to obtain the product or service in question.241 Second, they stated that the transaction must not involve an essential product or service.242 Third, commenters stated that the company offering take-it-or-leave-it choice must clearly and conspicuously disclose the terms of the transaction so that the consumer is able to understand the value exchange. For example, a company could clearly state that in exchange for receiving a service at “no cost,” it collects certain information about your activity and sells it to third parties.243 Expanding upon this point, commenters stressed that to ensure consumer understanding of the nature of the take-it-or-leave-it bargain, the disclosure must be prominent and not buried within a privacy policy.244

The Commission agrees that a “take it or leave it” approach is problematic from a privacy perspective, in markets for important services where consumers have few options.245 For such products or services, businesses should not offer consumers a “take it or leave it” choice when collecting consumers’ information in a manner inconsistent with the context of the interaction between the business and the consumer. Take,

236 Comment of Performance Marketing Ass’n, cmt. #00414, at 6; Comment of Business Software Alliance, cmt. #00389, at 11-12.
237 Comment of Tech Freedom, cmt. #00451, at 17.
238 Comment of Consumer Federation of America, cmt. #00358, at 11; Comment of ePrio, Inc., cmt. #00267, at 4-5.
239 Comment of Consumer Federation of America, cmt. #00358, at 11; see also Comment of Consumers Union, cmt. #00362, at 12 (urging that consumers who choose to restrict sharing of their PII with unknown third parties should not be punished for that choice).
240 See, e.g., Comment of Center for Democracy & Technology, cmt. #00469, at 13 (stating that it has no objection to take-it-or-leave-it approaches, provided there is competition and the transaction does not involve essential services); Comment of Microsoft Corp., cmt. #00395, at 10 (stating that take-it-or-leave-it choice is appropriate provided the “deal” is made clear to the consumer); Comment of the Information Commissioner’s Office of the UK, cmt. #00249, at 4 (stating that take-it-or-leave-it choice would be inappropriate where the consumer has no real alternative but to use the service); Comment of Reed Elsevier, Inc., cmt. #00430, at 11 (stating that while acceptable for the websites of private industry, websites that provide a public service and may be the single source of certain information, such as outsourced government agency websites, should not condition their use on take-it-or-leave-it terms).
241 Comment of Center for Democracy & Technology, cmt. #00469, at 13; Comment of the Information Commissioner’s Office of the UK, cmt. #00249, at 4.
242 Comment of Center for Democracy & Technology, cmt. #00469, at 13; Comment of Reed Elsevier, Inc., cmt. #00430, at 11.
243 Comment of Microsoft Corp., cmt. #00395, at 10; see also Comment of Center for Democracy & Technology, cmt. #00469, at 13 (stating that the terms of the bargain should be clearly and conspicuously disclosed).
244 Comment of TRUSTe, cmt. #00450, at 11; see also Comment of Center for Democracy & Technology, cmt. #00469, at 13 (stating that terms should be “transparent and fairly presented”).
245 This Report is not intended to reflect Commission guidance regarding Section 5’s prohibition on unfair methods of competition.
for example, the purchase of an important product that has few substitutes, such as a patented medical device. If a company offered a limited warranty for the device only in exchange for the consumer’s agreeing to disclose his or her income, religion, and other highly-personal information, the consumer would not have been offered a meaningful choice and a take-it-or-leave approach would be inappropriate.

Another example is the provision of broadband Internet access. As consumers shift more aspects of their daily lives to the Internet – shopping, interacting through social media, accessing news, entertainment, and information, and obtaining government services – broadband has become a critical service for many American consumers. When consumers have few options for broadband service, the take-it-or-leave-it approach becomes one-sided in favor of the service provider. In these situations, the service provider should not condition the provision of broadband on the customer’s agreeing to, for example, allow the service provider to track all of the customer’s online activity for marketing purposes. Consumers’ privacy interests ought not to be put at risk in such one-sided transactions.

With respect to less important products and services in markets with sufficient alternatives, take-it-or-leave-it choice can be acceptable, provided that the terms of the exchange are transparent and fairly disclosed – e.g., “we provide you with free content in exchange for collecting information about the websites you visit and using it to market products to you.” Under the proper circumstances, such choice options may result in lower prices or other consumer benefits, as companies develop new and competing ways of monetizing their business models.

c. Businesses Should Provide a Do Not Track Mechanism To Give Consumers Control Over the Collection of Their Web Surfing Data.

Like the preliminary staff report, this report advocates the continued implementation of a universal, one-stop choice mechanism for online behavioral tracking, often referred to as Do Not Track. Such a mechanism should give consumers the ability to control the tracking of their online activities.

Many commenters discussed the progress made by industry in developing such a choice mechanism in response to the recommendations of the preliminary staff report and the 2009 OBA Report, and expressed support for these self-regulatory initiatives.246 These initiatives include the work of the online advertising industry over the last two years to simplify disclosures and improve consumer choice mechanisms; efforts by the major browsers to offer new choice mechanisms; and a project of a technical standards body to

246 See, e.g., Comment of American Ass’n of Advertising Agencies et. al, cmt. #00410, at 3 (describing the universal choice mechanisms used in the coalition’s Self-Regulatory Principles for Online Behavioral Advertising Program); Comment of BlueKai, cmt. #00397, at 3 (describing its development of the NAI Opt-Out Protector for Firefox); Comment of Computer & Communications Industry Ass’n, cmt. #00434, at 17 (describing both company-specific and industry-wide opt-out mechanisms currently in use); Comment of Direct Marketing Ass’n, Inc., cmt. #00449, at 3 (stating that the Self-Regulatory Principles for Online Behavioral Advertising Program addresses the concerns that motivate calls for a “Do-Not-Track” mechanism); Comment of Facebook, Inc., cmt. #00413, at 13 (describing behavioral advertising opt-out mechanisms developed by both browser makers and the advertising industry); Comment of Future of Privacy Forum, cmt. #00341, at 2-4 (describing the development of a browser-based Do-Not-Track header and arguing that the combined efforts of browser companies, ad networks, consumers, and government are likely to result in superior choice mechanisms); Comment of Google, Inc., cmt. #00417, at 5 (describing its Ad Preferences Manager and Keep My Opt-Outs tools); Comment of Interactive Advertising Bureau, cmt. #00388, at 5-7 (describing the Self-Regulatory Principles for Online Behavioral Advertising Program); Comment of Microsoft Corp., cmt. #00395, at 11-14 (describing a variety of browser-based and ad network-based choice tools currently available); Comment of U.S. Chamber of Commerce, cmt. #00452, at 5-6 (describing a variety of browser-based and ad network-based choice tools currently available).
standardize opt outs for online tracking. A number of commenters, however, expressed concerns that existing mechanisms are still insufficient. Commenters raised questions about the effectiveness and comprehensiveness of existing mechanisms for exercising choice and the legal enforceability of such mechanisms. Due to these concerns, some commenters advocated for legislation mandating a Do Not Track mechanism.

The Commission commends recent industry efforts to improve consumer control over behavioral tracking and looks forward to final implementation. As industry explores technical options and implements self-regulatory programs, and Congress examines Do Not Track, the Commission continues to believe that in order to be effective, any Do Not Track system should include five key principles. First, a Do Not Track system should be implemented universally to cover all parties that would track consumers. Second, the choice mechanism should be easy to find, easy to understand, and easy to use. Third, any choices offered should be persistent and should not be overridden if, for example, consumers clear their cookies or update their browsers. Fourth, a Do Not Track system should be comprehensive, effective, and enforceable. It should opt consumers out of behavioral tracking through any means and not permit technical loopholes. Finally, an effective Do Not Track system should go beyond simply opting consumers out of receiving targeted advertisements; it should opt them out of collection of behavioral data for all purposes other than those that would be consistent with the context of the interaction (e.g., preventing click-fraud or collecting de-identified data for analytics purposes).

Early on the companies that make web browsers stepped up to the challenge to give consumers choice about how they are tracked online, sometimes known as the “browser header” approach. The browser header is transmitted to all types of entities, including advertisers, analytics companies, and researchers, that track consumers online. Just after the FTC’s call for Do Not Track, Microsoft developed a system to let users of Internet Explorer prevent tracking by different companies and sites. Mozilla introduced a Do Not Track privacy control for its Firefox browser that an impressive number of consumers have adopted.

247 See supra at Section II.C.1.
248 Comment of American Civil Liberties Union, cmt. #00425, at 12; Comment of Center for Digital Democracy and U.S. PIRG, cmt. #00338, at 28; Comment of Consumer Federation of America, cmt. #00358, at 13; Comment of Consumers Union, cmt. #00362, at 14; see also Comment of World Privacy Forum, cmt. #00369, at 3 (noting prior failures of self-regulation in the online advertising industry).
249 E.g., Comment of Consumers Union, cmt. #00362, at 14; Comment of World Privacy Forum, cmt. #00369, at 3.
250 For example, consumers may believe they have opted out of tracking if they block third-party cookies on their browsers; yet they may still be tracked through Flash cookies or other mechanisms. The FTC recently brought an action against a company that told consumers they could opt out of tracking by exercising choices through their browsers; however, the company used Flash cookies for such tracking, which consumers could not opt out of through their browsers. In the Matter of ScanScout, Inc., FTC Docket No. C-4344 (Dec. 21, 2011) (consent order), available at http://www.ftc.gov/os/caselist/1023185/111221scanscoutdo.pdf.
251 Such a mechanism should be different from the Do Not Call program in that it should not require the creation of a “Registry” of unique identifiers, which could itself cause privacy concerns.
252 Comment of Microsoft Corp., cmt. #00395, at 12.
253 Comment of Mozilla, cmt. #00480, at 2; Alex Fowler, Do Not Track Adoption in Firefox Mobile is 3x Higher than Desktop, Mozilla Privacy Blog, (Nov. 2, 2011), http://blog.mozilla.com/privacy/2011/11/02/do-not-track-adoption-in-firefox-mobile-is-3x-higher-than-desktop/.
Apple subsequently included a similar Do Not Track control in Safari. Google has taken a slightly different approach – providing consumers with a tool that persistently opting them out of most behavioral advertising.

In another important effort, the online advertising industry, led by the DAA, has implemented a behavioral advertising opt-out program. The DAA’s accomplishments are notable: it has developed a notice and choice mechanism through a standard icon in ads and on publisher sites; deployed the icon broadly, with over 900 billion impressions served each month; obtained commitments to follow the self-regulatory principles from advertisers, ad networks, and publishers that represent close to 90 percent of the online behavioral advertising market; and established an enforcement mechanism designed to ensure compliance with the principles. More recently, the DAA addressed one of the long-standing criticisms of its approach – how to limit secondary use of collected data so that the consumer opt out extends beyond simply blocking targeted ads to the collection of information for other purposes. The DAA has released new principles that include limitations on the collection of tracking data and prohibitions on the use or transfer of the data for employment, credit, insurance, or health care eligibility purposes. Just as important, the DAA recently moved to address some persistence and usability criticisms of its icon-based opt out by committing to honor the tracking choices consumers make through their browser settings.

At the same time, the W3C Internet standards-setting body has gathered a broad range of stakeholders to create an international, industry-wide standard for Do Not Track. The group includes a wide variety of stakeholders, including DAA members; other U.S. companies; international companies; industry groups; and public-interest groups. The W3C group has done admirable work to flesh out the details required to make a Do Not Track system practical in both desktop and mobile settings. The group has issued two public working drafts of its standards. Some important details remain to be filled in, and the Commission encourages all of the stakeholders to work within the W3C group to resolve these issues.

While more work remains to be done on Do Not Track, the Commission believes that the developments to date are significant and provide an effective path forward. The advertising industry, through the DAA, has committed to deploy browser-based technologies for consumer control over online tracking, alongside its ubiquitous icon program. The W3C process, thanks in part to the ongoing participation of DAA member companies, has made substantial progress toward specifying a consensus consumer choice system for tracking.

255 Comment of Google Inc., cmt. #00417, at 5.
that is practical and technically feasible.

The Commission anticipates continued progress in this area as the DAA members and other key stakeholders continue discussions within the W3C process to work to reach consensus on a Do Not Track system in the coming months.

d. Large Platform Providers That Can Comprehensively Collect Data Across the Internet Present Special Concerns.

As discussed above, even if a company has a first-party relationship with a consumer in one setting, this does not imply that the company can track the consumer for purposes inconsistent with the context of the interaction across the Internet, without providing choice. This principle applies fully to large platform providers such as ISPs, operating systems, and browsers, who have very broad access to a user’s online activities.

For example, the preliminary staff report sought comment on the use of DPI for marketing purposes. Many commenters highlighted the comprehensive nature of DPI. Because of the pervasive tracking that DPI allows, these commenters stated that its use for marketing should require consumers’ affirmative express consent. Privacy concerns led one commenter to urge the Commission to oppose DPI and hold workshops and hearings on the issue. 

Another commenter argued that a lack of significant competition among broadband providers argues in favor of heightened requirements for consumer choice before ISPs can use DPI for marketing purposes.

Two major ISPs emphasized that they do not use DPI for marketing purposes and would not do so without first seeking their customers’ affirmative express consent. They cautioned against singling out DPI as a practice that presents unique privacy concerns, arguing that doing so would unfairly favor certain technologies or business models at the expense of others. One commenter also stated that the framework should not favor companies that use other means of tracking consumers. This commenter noted that various technologies – including cookies – allow companies to collect and use information in amounts similar to that made possible through DPI, and the framework’s principles should apply consistently based

---

259 A system practical for both businesses and consumers would include, for users who choose to enable Do Not Track, significant controls on the collection and use of tracking data by third parties, with limited exceptions such as security and frequency capping. As noted above, first-party sharing with third parties is not consistent with the context of the interaction and would be subject to choice. Do Not Track is one way for users to express this choice.

260 Comment of Computer and Communications Industry Ass’n, cmt. #00233, at 15; Comment of Center for Democracy & Technology, cmt. #00469, at 14-15.

261 See Comment of Center for Democracy & Technology, cmt. #00469, at 14; Comment of Phorm Inc., cmt. #00353, at 5; see also Comment of Computer and Communications Industry Ass’n, cmt. #00233, at 15 (urging that heightened requirements for consumer choice apply for the use of DPI); Comment of Online Trust Alliance, cmt. #00299, at 6 (“The use of DPI and related technologies may also be permissible when consumers have the ability to opt-in and receive appropriate and proportional quantifiable benefits in return.”)

262 Comment of Center for Digital Democracy and U.S. PIRG, cmt. #00338, at 37.

263 Comment of Computer and Communications Industry Ass’n, cmt. #00233, at 15.

264 Comment of AT&T Inc., cmt. #00420, at 21; see also Comment of Verizon, cmt. #00428, at 7 n.6. Likewise, a trade association of telecommunications companies represented that ISPs have not been extensively involved in online behavioral advertising. See Comment of National Cable & Telecommunications Ass’n, cmt. #00432, at 33.

265 See Comment of Verizon, cmt. #00428, at 7.
on the type of information collected and how it is used.\textsuperscript{266} Rather than isolating a specific technology, commenters urged the Commission to focus on the type of data collected and how it is used.\textsuperscript{267}

ISPs serve as a major gateway to the Internet with access to vast amounts of unencrypted data that their customers send or receive over the ISP's network. ISPs are thus in a position to develop highly detailed and comprehensive profiles of their customers – and to do so in a manner that may be completely invisible. In addition, it may be difficult for some consumers to obtain alternative sources of broadband Internet access, and they may be inhibited from switching broadband providers for reasons such as inconvenience or expense. Accordingly, the Commission has strong concerns about the use of DPI for purposes inconsistent with an ISP’s interaction with a consumer, without express affirmative consent or more robust protection.\textsuperscript{268}

At the same time, the Commission agrees that any privacy framework should be technology neutral. ISPs are just one type of large platform provider that may have access to all or nearly all of a consumer’s online activity. Like ISPs, operating systems and browsers may be in a position to track all, or virtually all, of a consumer’s online activity to create highly detailed profiles.\textsuperscript{269} Consumers, moreover, might have limited ability to block or control such tracking except by changing their operating system or browser.\textsuperscript{270} Thus, comprehensive tracking by any such large platform provider may raise serious privacy concerns.

The Commission also recognizes that the use of cookies and social widgets to track consumers across unrelated websites may create similar privacy issues.\textsuperscript{271} However, while companies such as Google and Facebook are expanding their reach rapidly, they currently are not so widespread that they could track a consumer’s every movement across the Internet.\textsuperscript{272} Accordingly, although tracking by these entities warrants consumer choice, the Commission does not believe that such tracking currently raises the same level of privacy concerns as those entities that can comprehensively track all or virtually of a consumer’s online activity.

These are complex and rapidly evolving areas, and more work should be done to learn about the practices of all large platform providers, their technical capabilities with respect to consumer data, and their current and expected uses of such data. Accordingly, Commission staff will host a workshop in the second half

\textsuperscript{266} Id. at 7-8.

\textsuperscript{267} See, e.g., Comment of Internet Commerce Coalition, cmt. #00447, at 10; Comment of KINDSIGHT, cmt. #00344, at 7-8 ; Comment of National Cable & Telecommunications Ass’n, cmt. #00432, at 36; Comment of Verizon, cmt. #00428, at 7-8.

\textsuperscript{268} This discussion does not apply to ISPs’ use of DPI for network management, security, or other purposes consistent with the context of a consumer’s interaction with their ISP.

\textsuperscript{269} This discussion is not meant to imply that ISPs, operating systems, or browsers are currently building these profiles for marketing purposes.

\textsuperscript{270} ISPs, operating systems, and browsers have different access to users’ online activity. A residential ISP can access unencrypted traffic from all devices currently located in the home. An operating system or browser, on the other hand, can access all traffic regardless of location and encryption, but only from devices on which the operating system or browser is installed. Desktop users have the ability to change browsers to avoid monitoring, but mobile users have fewer browser options.

\textsuperscript{271} A social widget is a button, box, or other possibly interactive display associated with a social network that is embedded into another party’s website.

\textsuperscript{272} BrightEdge, Social Share Report: Social Adoption Among Top Websites, 3-4 (July 2011), available at http://www.brightedge.com/resfiles/brightedge-report-socialshare-2011-07.pdf (reporting that by mid-2011, the Facebook Like button appeared on almost 11% of top websites’ front pages and Google’s +1 button appeared on 4.5% of top websites’ front pages); see also Justin Osofsky, After f8: Personalized Social Plugins Now on 100,000+ Sites, Facebook Developer Blog (May 11, 2010, 9:15 AM), http://developers.facebook.com/blog/post/3821/.
of 2012 to explore the privacy issues raised by the collection and use of consumer information by a broad range of large platform providers such as ISPs, operating systems, browsers, search engines, and social media platforms as well as how competition issues may bear on appropriate privacy protection.\textsuperscript{273}

\textbf{e. Practices Requiring Affirmative Express Consent.}

Numerous commenters focused on whether certain data collection and use practices warrant a heightened level of consent – \textit{i.e.}, affirmative express consent.\textsuperscript{274} These practices include (1) making material retroactive changes to a company’s privacy representations; and (2) collection of sensitive data. These comments and the Commission’s analysis are discussed here.

(i) Companies Should Obtain Affirmative Express Consent Before Making Material Retroactive Changes To Privacy Representations.

The preliminary staff report reaffirmed the Commission’s bedrock principle that companies should provide prominent disclosures and obtain affirmative express consent before using data in a manner materially different than claimed at the time of collection.\textsuperscript{275}

Although many commenters supported the affirmative express consent standard for material retroactive changes,\textsuperscript{276} some companies called for an opt-out approach for material retroactive changes, particularly for changes that provide benefits to consumers.\textsuperscript{277} One example cited was the development of Netflix’s personalized video recommendation feature using information that Netflix originally collected in order to send consumers the videos they requested.\textsuperscript{278} Other companies sought to scale the affirmative consent requirement according to the sensitivity of the data and whether the data is personally identifiable.\textsuperscript{279} Many commenters sought clarification on when a change is material – for example, whether a change in data retention periods would be a material change requiring heightened consent.\textsuperscript{280} One company posited

\begin{itemize}
  \item \textsuperscript{273} See Comment of Center for Digital Democracy and U.S. PIRG, cmt. #00338, at 37 (recommending FTC hold a workshop to address DPI).
  \item \textsuperscript{274} Companies may seek “affirmative express consent” from consumers by presenting them with a clear and prominent disclosure, followed by the ability to opt in to the practice being described. Thus, for example, requiring the consumer to scroll through a ten-page disclosure and click on an “I accept” button would not constitute affirmative express consent.
  \item \textsuperscript{275} In the preliminary report, this principle appeared under the heading of “transparency.” \textit{See, e.g.}, \textit{In the Matter of Gateway Learning Corp., FTC Docket No. C-4120} (Sept. 10, 2004) (consent order) (alleging that Gateway violated the FTC Act by applying material changes to a privacy policy retroactively), available at http://www.ftc.gov/os/caselist/0423047/040917 do0423047.pdf; \textit{see also FTC, Self-Regulatory Principles for Online Behavioral Advertising} (Feb. 2009), available at http://www.ftc.gov/os/2009/02/P085400behavadreport.pdf (noting the requirement that companies obtain affirmative express consent before making material retroactive changes to their privacy policies).
  \item \textsuperscript{276} See Comment of Consumers Union, cmt. #00362, at 17; \textit{Comment of Future of Privacy Forum, cmt. #00341, at 5; Comment of Privacy Rights Clearinghouse, cmt. #00351, at 21.}
  \item \textsuperscript{277} See Comment of Facebook, Inc., cmt. #00413, at 11; \textit{see also Comment of Retail Industry Leaders Ass’n, cmt. #00352, at 12; Comment of AT&T Inc., cmt. #00420, at 29-30; Comment of National Cable & Telecommunications Ass’n, cmt. #00432, at 30-31.}
  \item \textsuperscript{278} Comment of Facebook, Inc., cmt. #00413, at 8.
  \item \textsuperscript{279} See Comment of AT&T Inc., cmt. #00420, at 30; Comment of Phorm Inc., cmt. #00353, at 1.
  \item \textsuperscript{280} See Comment of Future of Privacy Forum, cmt. #00341, at 4; Comment of Retail Industry Leaders Ass’n, cmt. #00352, at 12; Comment of Microsoft Corp., cmt. #00395, at 17.
that the affirmative express consent standard would encourage vague disclosures at the outset to avoid the requirement for obtaining such consent.  

The Commission reaffirms its commitment to requiring companies to give prominent disclosures and to obtain express affirmative consent for material retroactive changes. Indeed, the Commission recently confirmed this approach in its settlements with Google and Facebook. The settlement agreements mandate that the companies give their users clear and prominent notice and obtain affirmative express consent prior to making certain material retroactive changes to their privacy practices.

In response to the request for clarification on what constitutes a material change, the Commission notes that, at a minimum, sharing consumer information with third parties after committing at the time of collection not to share the data would constitute a material change. There may be other circumstances in which a change would be material, which would have to be determined on a case-by-case basis, analyzing the context of the consumer’s interaction with the business.

The Commission further notes that commenters’ concerns that the affirmative express consent requirement would encourage vague disclosures at the outset should be addressed by other elements of the framework. For example, other elements of the framework call on companies to improve and standardize their privacy statements so that consumers can easily glean and compare information about various companies’ data practices. The framework also calls on companies to give consumers specific information and choice at a time and in a context that is meaningful to consumers. These elements, taken together, are intended to result in disclosures that are specific enough to be meaningful to consumers.

The preliminary staff report posed a question about the appropriate level of consent for prospective changes to companies’ data collection and use. One commenter cited the rollout of Twitter’s new user interface – “new Twitter” – as a positive example of a set of prospective changes about which consumers received ample and adequate notice and ability to exercise choice. When “new Twitter” was introduced, consumers were given the opportunity to switch to or try out the new interface, or to keep their traditional Twitter profile. The Commission supports innovative efforts such as these to provide consumers with meaningful choices when a company proposes to change its privacy practices on a prospective basis.

(ii) Companies Should Obtain Consumers’ Affirmative Express Consent Before Collecting Sensitive Data.

A variety of commenters discussed how to delineate which types of data should be considered sensitive. These comments reflect a general consensus that information about children, financial and health information, Social Security numbers, and precise, individualized geolocation data is sensitive and

281 Comment of Facebook, Inc., cmt. #00413, at 10.
283 Comment of Electronic Frontier Foundation, cmt. #00400, at 15.
merits heightened consent methods. In addition, some commenters suggested that information related to race, religious beliefs, ethnicity, or sexual orientation, as well as biometric and genetic data, constitute sensitive data. One commenter also characterized as sensitive information about consumers’ online communications or reading and viewing habits. Other commenters, however, noted the inherent subjectivity of the question and one raised concerns about the effects on market research if the definition of sensitive data is construed too broadly.

Several commenters focused on the collection and use of information from teens, an audience that may be particularly vulnerable. A diverse coalition of consumer advocates and others supported heightened protections for teens between the ages of 13 and 17. These commenters noted that while teens are heavy Internet users, they often fail to comprehend the long-term consequences of sharing their personal data. In order to better protect this audience, the commenters suggested, for example, limiting the amount of data that websites aimed at teens can collect or restricting the ability of teens to share their data widely through social media services.

Conversely, a number of industry representatives and privacy advocates objected to the establishment of different rules for teens. These commenters cited the practical difficulties of age verification and the potential that content providers will simply elect to bar teen audiences. Rather than requiring different choice mechanisms for this group, one company encouraged the FTC to explore educational efforts to address issues that are unique to teens.

Given the general consensus regarding information about children, financial and health information, Social Security numbers, and precise geolocation data, the Commission agrees that these categories of information are sensitive. Accordingly, before collecting such data, companies should first obtain affirmative express consent from consumers. As explained above, the Commission also believes that companies should

284 See, e.g., Comment of Consumer Federation of America, cmt. #00358, at 9; Comment of CNIL, cmt. #00298, at 4; Comment of Massachusetts Office of the Attorney General, cmt. #00429, at 3; Comment of Kindsight, cmt. #00344, at 11; Comment of Experian, cmt. #00398, at 9; Comment of Center for Democracy & Technology, cmt. #00469, at 14; Comment of Office of the Information and Privacy Commissioner of Ontario, cmt. #00239, at 2; see also Comment of TRUSTe, cmt. #00450, at 11 (agreeing that sensitive information should be defined to include information about children, financial and medical information, and precise geolocation information but urging that sensitive information be more broadly defined as “information whose unauthorized disclosure or use can cause financial, physical, or reputational harm”); Comment of Facebook, Inc., cmt. #00413, at 23 (agreeing that sensitive information may warrant enhanced consent, but noting that enhanced consent may not be possible for activities such as the posting of status updates by users where those updates may include sensitive information such as references to an illness or medical condition).

285 See Comment of Consumer Federation of America, cmt. #00358, at 9; see also Comment of CNIL, cmt. #00298, at 4, Comment of Center for Digital Democracy and U.S. PIRG, cmt. #00338, at 35.

286 See Comment of Electronic Frontier Foundation, cmt. #00400, at 7.

287 See Comment of Marketing Research Ass’n, cmt. #00405, at 6-7; Comment of American Trucking Ass’ns, cmt. #00368, at 2-3; Comment of Microsoft Corp., cmt. #00395, at 10.

288 See Comment of Institute for Public Representation, cmt. #00346, at 4; Comment of Consumers Union, cmt. #00362, at 13.

289 See Comment of Center for Democracy & Technology, cmt. #00469, at 15; Comment of CTIA – The Wireless Ass’n, cmt. #00375, at 12-13; Comment of Microsoft Corp., cmt. #00395, at 10; see also Comment of Electronic Frontier Foundation, cmt. #00400, at 14 (opposing the creation of special rules giving parents access to data collected about their teenaged children); Comment of PrivacyActivism, cmt. #00407, at 4 (opposing the creation of special rules giving parents access to data collected about their teenaged children).

290 See Comment of Center for Democracy & Technology, cmt. #00469, at 15; Comment of CTIA – The Wireless Ass’n, cmt. #00375, at 12-13; Comment of Microsoft Corp., cmt. #00395, at 10.

291 See Comment of Microsoft Corp., cmt. #00395, at 10.
follow this practice irrespective of whether they use the sensitive data for first-party marketing or share it with third parties.\textsuperscript{292}

The Commission is cognizant, however, that whether a particular piece of data is sensitive may lie in the “eye of the beholder” and may depend upon a number of subjective considerations. In order to minimize the potential of collecting any data – whether generally recognized as sensitive or not – in ways that consumers do not want, companies should implement \textit{all} of the framework’s components. In particular, a consumer’s ability to access – and in appropriate cases to correct or delete – data will allow the consumer to protect herself when she believes the data is sensitive but others may disagree.

With respect to whether information about teens is sensitive, despite the difficulties of age verification and other concerns cited in the comments, the Commission agrees that companies that target teens should consider additional protections. Although affirmative express consent may not be necessary in every advertising campaign directed to teens, other protections may be appropriate. For example, all companies should consider shorter retention periods for teens’ data.

In addition, the Commission believes that social networking sites should consider implementing more privacy-protective default settings for teens. While some teens may circumvent these protections, they can function as an effective “speed bump” for this audience and, at the same time, provide an opportunity to better educate teens about the consequences of sharing their personal information. The Commission also supports access and deletion rights for teens, as discussed below.\textsuperscript{293}

**Final Principle:** For practices requiring choice, companies should offer the choice at a time and in a context in which the consumer is making a decision about his or her data. Companies should obtain affirmative express consent before (1) using consumer data in a materially different manner than claimed when the data was collected; or (2) collecting sensitive data for certain purposes.

**D. TRANSPARENCY**

**Baseline Principle:** Companies should increase the transparency of their data practices.

Citing consumers’ lack of awareness of how, and for what purposes, companies collect, use, and share data, the preliminary staff report called on companies to improve the transparency of their data practices. Commission staff outlined a number of measures to achieve this goal. One key proposal, discussed in the previous section, is to present choices to consumers in a prominent, relevant, and easily accessible place at a time and in a context when it matters to them. In addition, Commission staff called on industry to make privacy statements clearer, shorter, and more standardized; give consumers reasonable access to their data; and undertake consumer education efforts to improve consumers’ understanding of how companies collect, use, and share their data.

292 See infra at Section IV.C.1.b.(v).
293 See infra at Section IV.D.2.b.
Commenters offered proposals for how to achieve greater transparency and sought clarification on how they should implement these elements of the framework. Although the Commission adopts the proposed framework’s transparency principle without change, it clarifies the application of the framework in response to these comments, as discussed below.

1. PRIVACY NOTICES

**Proposed Principle:** Privacy notices should be clearer, shorter, and more standardized to enable better comprehension and comparison of privacy practices.

The preliminary staff report highlighted the consensus among roundtable participants that most privacy policies are generally ineffective for informing consumers about a company’s data practices because they are too long, are difficult to comprehend, and lack uniformity.\(^{294}\) While acknowledging privacy policies’ current deficiencies, many roundtable participants agreed that the policies still have value – they provide an important accountability function by educating consumer advocates, regulators, the media, and other interested parties about the companies’ data practices.\(^{295}\) Accordingly, Commission staff called on companies to provide clear and concise descriptions of their data collection and use practices. Staff further called on companies to standardize the format and the terminology used in privacy statements so that consumers can compare the data practices of different companies and exercise choices based on privacy concerns, thereby encouraging companies to compete on privacy.

Despite the consensus from the roundtables that privacy statements are not effective at communicating a company’s data collection and use practices to consumers, one commenter disagreed that privacy notices need to be improved.\(^{296}\) Another commenter pointed out that providing more granular information about data collection and use practices could actually increase consumer confusion by overloading the consumer with information.\(^{297}\) Other industry commenters highlighted the work they have undertaken since the preliminary staff report to improve their own privacy statements.\(^{298}\)

Many consumer groups supported staff’s call to standardize the format and terminology used in privacy statements so that consumers could more easily compare the practices of different companies.\(^{299}\) Some commenters suggested a “nutrition label” approach for standardizing the format of privacy policies and cited

---

\(^{294}\) Recent research and surveys suggest that many consumers (particularly among lower income brackets and education levels) do not read or understand privacy policies, thus further heightening the need to make them more comprehensible. Notably, in a survey conducted by Zogby International, 93% of adults – and 81% of teens – indicated they would take more time to read terms and conditions for websites if they were shorter and written in clearer language. See Comment of Common Sense Media, cmt. #00457, at 1.

\(^{295}\) See Comment of AT&T, Inc., cmt. #00420, at 17; Comment of Center for Democracy & Technology, cmt. #00469, at 24.

\(^{296}\) See Comment of National Cable & Telecommunications Ass’n, cmt. #00432, at 22.

\(^{297}\) See Comment of United States Council for International Business, cmt. #00366, at 3.

\(^{298}\) See Comment of Google Inc., cmt. #00417, at 1; Comment of Facebook, Inc., cmt. #00413, at 9; Comment of AT&T Inc., cmt. #00420, at 24.

\(^{299}\) See Comment of Privacy Rights Clearinghouse, cmt. #00351, at 15-16; Comment of Consumer Federation of America, cmt. #00358, at 16; Comment of Consumer Watchdog, cmt. #00402, at 2.
research underway in this area. Another suggested the “form builder” approach used for GLBA Short Notices to standardize the format of privacy notices outside the financial context. One consumer group called for standardization of specific terms like “affiliate” and “anonymize” so that companies’ descriptions of their data practices are more meaningful. A wide range of commenters suggested that different industry sectors come together to develop standard privacy notices. Other commenters opposed the idea of mandated standardized notices, arguing that the Commission should require only that privacy statements be clear and in plain language. These commenters stated that privacy statements need to take into account differences among business models and industry sectors.

Privacy statements should account for variations in business models across different industry sectors, and prescribing a rigid format for use across all sectors is not appropriate. Nevertheless, the Commission believes that privacy statements should contain some standardized elements, such as format and terminology, to allow consumers to compare the privacy practices of different companies and to encourage companies to compete on privacy. Accordingly, Commission calls on industry sectors to come together to develop standard formats and terminology for privacy statements applicable to their particular industries. The Department of Commerce will convene multi-stakeholder groups to work on privacy issues; this could be a useful venue in which industry sectors could begin the exercise of developing more standardized, streamlined privacy policies.

Machine-readable policies, icons, and other alternative forms of providing notice also show promise as tools to give consumers the ability to compare privacy practices among different companies. In response to the preliminary staff report’s question on machine-readable policies, commenters agreed that such policies could improve transparency. One commenter proposed combining the use of machine-readable policies with icons and standardized policy statements (e.g., “we collect but do not share consumer data

---

300 See Comment of Consumer Watchdog, cmt. #00402, at 2; Comment of Consumer Federation of America, cmt. #00358, at 16; see also Comment of Lorrie Faith Cranor, cmt. #00453, at 2 n.7 (discussing P3P authorizing tools that enable automatic generation of “nutrition label” privacy notices).

301 See Comment of Privacy Rights Clearinghouse, cmt. #00351, at 16.

302 See Comment of Electronic Frontier Foundation, cmt. #00400, at 6.

303 See Comment of General Electric, cmt. #00392, at 2; Comment of the Information Commissioner’s Office of the UK, cmt. #00249, at 4; Comment of Consumers Union, cmt. #00362, at 15-16; Comment of Facebook, Inc., cmt. #00413, at 9.

304 See Comment of AT&T Inc., cmt. #00420, at 25; Comment of eBay, cmt. #00374, at 10; Comment of National Cable & Telecommunications Ass’n, cmt. #00432, at 29; Comment of Retail Industry Leaders Ass’n, cmt. #00352, at 12; Comment of Microsoft Corp., cmt. #00395, at 15.

305 A machine-readable privacy policy is a statement about a website’s privacy practices – such as the collection and use of data – written in a standard computer language (not English text) that software tools such as consumer’s web browser can read automatically. For example, when the browser reads a machine-readable policy, the browser can compare the policy to the consumer’s browser privacy preferences, and can inform the consumer when these preferences do not match the practices of the website he is visiting. If the consumer decides he does not want to visit websites that sell information to third parties, he might set up a rule that recognizes that policy and blocks such sites or display a warning upon visiting such a site. Machine-readable language will be the subject of an upcoming summit. See White House, National Archives & Records Administration, Informing Consumers Through Smart Disclosures (Mar. 1, 2012), available at http://www.nist.gov/ineap/upload/Summit_Invitation_to_Agencies_FINAL.pdf (describing upcoming summit).


307 Comment of Phorm Inc., cmt. #00353, at 9; Comment of Lorrie Faith Cranor, cmt. #00453, at 6.
with third parties”) to simplify privacy decision-making for consumers. Other commenters described how icons work or might work in different business contexts. One browser company described efforts underway to develop icons that might be used to convey information, such as whether a consumer’s data is sold or may be subject to secondary uses, in a variety of business contexts. Representatives from online behavioral advertising industry groups also described their steps in developing and implementing an icon to communicate that online behavioral advertising may be taking place.

Commenters also discussed the particular challenges associated with providing notice in the mobile context, noting the value of icons, summaries, FAQs, and videos. Indeed, some work already has been done in this area to increase the transparency of data practices. For example, the advocacy organization Common Sense Media reviews and rates mobile apps based on a variety of factors including privacy and a platform provider uses an icon to signal to consumers when a mobile application is using location information. In addition, CTIA – a wireless industry trade group – in conjunction with the Entertainment Software Rating Board, recently announced plans to release a new rating system for mobile apps. This rating system, which is based on the video game industry’s model, will use icons to indicate whether specific apps are appropriate for “all ages,” “teen,” or only “adult” audiences. The icons will also detail whether the app shares consumers’ personal information. Noting the complexity of the mobile ecosystem, which includes device manufacturers, operating system providers, mobile application developers, and wireless carriers, some commenters called for public workshops to bring together different stakeholders to develop a uniform approach to icons and other methods of providing notice. Also, as noted above, the Mobile Marketing Association has released its Mobile Application Privacy Policy.

The Commission appreciates the complexities of the mobile environment, given the multitude of different entities that want to collect and use consumer data and the small space available for disclosures

308 Comment of Lorrie Faith Cranor, cmt. #00453, at 6 (explaining how icons combined with standard policies might work: “For example, a type I policy might commit to not collecting sensitive categories of information and not sharing personal data except with a company’s agents, while a type II policy might allow collection of sensitive information but still commit to not sharing them, a type III policy might share non-identified information for behavioral advertising, and so on. Companies would choose which policy type to commit to. They could advertise their policy type with an associated standard icon, while also providing a more detailed policy. Users would be able to quickly determine the policy for the companies they interact with.”).

309 Comment of Mozilla, cmt. #00480, at 12.

310 Comment of American Ass’n of Advertising Agencies, American Advertising Federation, Ass’n of National Advertisers, Direct Marketing Ass’n, Inc., and Interactive Advertising Bureau, cmt. #00410 at 2-3; Comment of Digital Marketing Alliance, cmt. #00449, at 18-24; Comment of Evidon, cmt. #00391, at 3-6; Comment of Internet Advertising Bureau, cmt. #00388, at 4.

311 Comment of General Electric, cmt. #00392, at 1-2; Comment of CTIA - The Wireless Ass’n, cmt. #00375, at 2-3; Comment of Mozilla, cmt. #00480, at 12.


315 Comment of Consumer Federation of America, cmt. #00358, at 16; Comment of GSMA, cmt. #00336, at 10.

316 Although this effort is promising, more work remains. The Mobile Marketing Association’s guidelines are not mandatory and there is little recourse against companies who elect not to follow them. More generally, there are too few players in the mobile ecosystem who are committed to self-regulatory principles and providing meaningful disclosures and choices.
on mobile screens. These factors increase the urgency for the companies providing mobile services to come together and develop standard notices, icons, and other means that the range of businesses can use to communicate with consumers in a consistent and clear way.

To address this issue, the Commission notes that it is currently engaged in a project to update its existing business guidance about online advertising disclosures.317 In conjunction with this project, Commission staff will host a workshop later this year.318 One of the topics to be addressed is mobile privacy disclosures: How can these disclosures be short, effective, and accessible to consumers on small screens? The Commission hopes that the discussions at the workshop will spur further industry self-regulation in this area.

**Final Principle:** Privacy notices should be clearer, shorter, and more standardized to enable better comprehension and comparison of privacy practices.

2. ACCESS

**Proposed Principle:** Companies should provide reasonable access to the consumer data they maintain; the extent of access should be proportionate to the sensitivity of the data and the nature of its use.

There was broad agreement among a range of commenters that consumers should have some form of access to their data. Many of these commenters called for flexibility, however, and requested that access rights be tiered according to the sensitivity and intended use of the data at issue.319 One commenter argued that access rights should be limited to sensitive data, such as financial account information, because a broader access right would be too costly for offline retailers.320 Some companies and industry representatives supported providing consumers full access to data that is used to deny benefits; several commenters affirmed the significance of the FCRA in providing access to information used for critical decisionmaking. For other less sensitive data, such as marketing data, they supported giving consumers a general notice describing the types of data they collect and the ability to suppress use of the data for future marketing.321

One commenter raised concerns about granting access and correction rights to data files used to prevent fraudulent activity, noting that such rights would create risks of fraud and identity theft. This commenter also stated that companies would need to add sensitive identifying information to their marketing databases in order to authenticate a consumer’s request for information, and that the integration of multiple databases would raise additional privacy and security risks.322

---


319 Comment of Intuit, Inc., cmt. #00348, at 12; Comment of eBay, cmt. #00374, at 10; Comment of IBM, cmt. #00433, at 3; Comment of Consumers Union, cmt. #00362, at 16.

320 Comment of Meijer, cmt. #00416, at 7.

321 Comment of Intel Corp., cmt. #00246, at 8; Comment of The Centre for Information Policy Leadership at Hunton & Williams LLP, cmt. #00360, at 8; Comment of Experian, cmt. #00398, at 11.

322 Comment of Experian, cmt. #00398, at 10-11.
A number of commenters raised issues about the costs associated with providing access. One company suggested that access rights be flexible, taking into account the company's existing data infrastructure. Others argued that access be granted only to consumer information that is "reasonably accessible in the course of business" and one commenter said that companies should be able to charge for providing access where there are costs associated with retrieving and presenting data.

Commenters also asserted that companies should tell consumers the entities with which their data has been shared. Citing California's "Shine the Light" law, one commenter stated that companies should not only identify the third parties with which they share consumer data but should also disclose how the third parties use the data for marketing. Another commenter pointed out that many marketers do not maintain records about data sold to other companies on an individual basis. Thus, marketers have the ability to identify the companies to which they have sold consumer data in general, but not the third parties with which they may have shared the information about any individual consumer.

Some comments reflect support for requiring companies to identify the sources of data collected about them so that consumers can correct erroneous data at the source, if appropriate. One commenter noted that the DMA self-regulatory guidelines currently require that a marketer identify the sources of data maintained about consumers.

The Commission agrees with the commenters who stated that consumer access should be proportional to the sensitivity and the intended use of the data at issue. Indeed, the comments generally support treating access in accordance with three categories that reflect different levels of data sensitivity: (1) entities that maintain data for marketing purposes; (2) entities subject to the FCRA; and (3) entities that may maintain data for other, non-marketing purposes that fall outside of the FCRA.

At one side of the spectrum are companies that maintain data for marketing purposes. For data used solely for marketing purposes, the Commission agrees with the commenters who stated that the costs of providing individualized access and correction rights would likely outweigh the benefits. The Commission continues to support the idea of businesses providing consumers with access to a list of the categories of consumer data they hold, and the ability to suppress the use of such data for marketing. This approach

323 Comment of AT&T Inc., cmt. #00420, at 28-29.
324 Comment of CTIA - The Wireless Ass’n, cmt. #00375, at 3; Comment of Yahoo!, Inc., cmt. #00444, at 20; Comment of The Centre for Information Policy Leadership at Hunton & Williams LLP, cmt. #00360, at 5-6.
325 Comment of U.S. Council for International Business, cmt. #00366, at 3.
326 Comment of Catalog Choice, cmt. #00473, at 8-9; Comment of the Information Commissioner’s Office of the UK, cmt. #00249, at 5.
327 See Comment of Catalog Choice, cmt. #00473, at 20. Under this law, businesses, upon request, must provide their customers, free of charge and within 30 days: (1) a list of the categories of personal information disclosed by the business to third parties for the third parties’ marketing purposes, (2) the names and addresses of all of the third parties that received personal information from the business in the preceding calendar year, (3) and if the nature of the third party's business cannot reasonably be determined from the third parties' name, examples of the products or services marketed by the third party. Cal. Civ. Code § 1798.83.
328 Comment of The Centre for Information Policy Leadership at Hunton & Williams, LLP, cmt. #00360, at 7.
329 Comment of Reputation.com, Inc., cmt. #00385, at 11-12; see also Comment of Center for Democracy & Technology, cmt. #00469, at 25.
330 Comment of The Centre for Information Policy Leadership at Hunton & Williams, LLP, cmt. #00360, at 7.
will provide consumers with an important transparency tool without imposing significant new costs for businesses.\textsuperscript{331}

The Commission does, however, encourage companies that maintain consumer data for marketing purposes to provide more individualized access when feasible. One example of an innovation in this area is the advertising preference managers that companies such as Google and Yahoo! have implemented. Yahoo!, for example, offers consumers, through its Ad Interest Manager, the ability to access the specific interest categories that Yahoo! associates with individual consumers and allows them to suppress marketing based on some or all of these categories. Using this service, an elementary school teacher who conducted online research for pet food during the time she owned a dog, but continues to receive advertisements for dog food, could remove herself from the “Consumer Packaged Goods > Pets and Animals > Food and Supplies” category while still opting to remain part of the “Life Stages > Education > K to 12” category.\textsuperscript{332} The Commission supports efforts by companies to provide consumers with these types of granular choices to give them greater control over the marketing materials and solicitations they receive.

At the other end of the spectrum are companies that assemble and evaluate consumer information for use by creditors, employers, insurance companies, landlords, and other entities involved in eligibility decisions affecting consumers. The preliminary staff report cited the FCRA as an important tool that provides consumers with the right to access their own data that has been used to make such decisions, and if it is erroneous, to correct it. Several commenters echoed this view.\textsuperscript{333}

The FCRA recognizes the sensitivity of the data that consumer reporting agencies maintain and the ways in which various entities use it to evaluate whether a consumer is able to participate in so many activities central to modern life; therefore, it provides consumers with access and correction rights for information contained in consumer reports. Pursuant to the FCRA, consumer reporting agencies are required to disclose to consumers, upon request, all items in the consumer’s file, no matter how or where they are stored, as well as the entities with which the consumer reporting agency shared the information in a consumer’s report. When consumers identify information in their report that is incomplete or inaccurate, and report it to a consumer reporting agency, the agency must investigate and correct or delete such information in certain circumstances.

As more and more consumer data becomes available from a variety of sources, companies are increasingly finding new opportunities to compile, package, and sell that information. In some instances, companies could be compiling and selling this data to those who are making decisions about a consumer’s eligibility for credit, insurance, employment, and the like. To the extent companies are assembling data and marketing or selling it for such purposes, they are subject to the FCRA. For example, companies that compile social media information and provide it to employers for use in making hiring decisions are consumer reporting agencies.

\textsuperscript{331} As discussed above, in most cases the framework does not require companies to provide consumer choice for first-party marketing, although first parties may choose to provide such choice to meet consumer demand. Outside of the first-party marketing context, however, companies should provide consumers with the ability to suppress the use of their data for marketing.


\textsuperscript{333} Comment of Consumer Data Industry Ass’n, cmt. #00363, at 4 - 5; Comment of Experian, cmt. #00398, at 10.
agencies and thus required to provide consumers with access and correction rights under the FCRA. These companies would also be required to inform employers about their FCRA obligation to provide adverse action notices when, for example, employment is denied.

Even if a company is not compiling and sharing data for the specific purpose of making employment, credit, or insurance eligibility decisions, if the company has reason to believe the data will be used for such purposes, it would still be covered by the FCRA. For example, recently, the Commission issued warning letters to the developers of mobile apps that compiled public record information on individuals and created apps for the purposes of learning information about friends, co-workers, neighbors, or potential suitors. The Commission noted that if these apps marketed their services for employment purposes or otherwise had reason to believe that they were being used for employment purposes, the FCRA requirements would apply.

Finally, some businesses may maintain and use consumer data for purposes that do not fall neatly within either the FCRA or marketing categories discussed above. These businesses may encompass a diverse range of industry sectors. They may include businesses selling fraud prevention or risk management services, in order to verify the identities of customers. They may also include general search engines, media publications, or social networking sites. They may include debt collectors trying to collect a debt. They may also include companies collecting data about how likely a consumer is to take his or her medication, for use by health care providers in developing treatment plans.

For these entities, the Commission supports the sliding scale approach, which several commenters endorsed, with the consumer’s ability to access his or her own data scaled to the use and sensitivity of the data. At a minimum, these entities should offer consumers access to (1) the types of information the companies maintain about them; and (2) the sources of such information. The Commission believes that requiring companies to identify data sources would help consumers to correct erroneous information at the source. In appropriate circumstances the Commission urges companies to provide the names of the third parties with whom consumer information is shared.

In instances where data is more sensitive or may affect benefits, more individualized notice, access, and correction rights may be warranted. For example, if a company denies services to a consumer because it could not verify the consumer’s identity, it may be appropriate for the company to disclose the name of the identity verification service used. This will allow the consumer to contact the data source, which can then provide the consumer with access to the underlying information, as well as any appropriate remedies, such


337 Comment of Consumers Union, cmt. #00362, at 16; Comment of CTIA – The Wireless Ass’n, cmt. #00375, at 7; Comment of Microsoft Corp., cmt. #00395, at 15-16.

338 Comment of Retail Industry Leaders Ass’n, cmt. #00352, at Ex. A.

339 Comment of Reputation.com, Inc., cmt. #00385, at 11-12. Of course, First Amendment protections would apply to journalists’ sources, among other things, and the Commission’s recommendations are not intended to apply in that area.
as the ability to correct the information.\(^{340}\) To ensure that the consumer knows that she has been denied a benefit based on her own data, as a best practice the company should notify the consumer of the denial and the information on which the denial was based.

Verifying the identity of users who seek access to their own information is an important consideration and should be approached from a risk management perspective, focusing on the likelihood of and potential harm from misidentification. Indeed, in the example of identity verification services described above, one would not want a criminal to be able to “correct” his or her own truthful data, and it would be appropriate to require somewhat more stringent safeguards and proof of identity before allowing access and correction. Certainly, consumer reporting agencies have developed procedures allowing them to verify the identity of requesting consumers using the multiple pieces of information they have about consumers to match information provided by the requesting consumer. Companies engaged in providing data for making eligibility determinations should develop best practices for authenticating consumers for access purposes.

On the other hand, the significantly reduced risks associated with providing the wrong person’s information contained in a marketing database that contains no sensitive information may justify less stringent authentication procedures.\(^{341}\) As with other issues discussed in this Report, reasonableness should be the touchstone: the degree of authentication employed should be tied to the sensitivity of the information maintained and how such information is used.

a. **Special Access Mechanism for Data Brokers**

Data brokers are companies that collect information, including personal information about consumers, from a wide variety of sources for the purpose of reselling such information to their customers for various purposes, including verifying an individual’s identity, differentiating records, marketing products, and preventing financial fraud. Several commenters noted the lack of transparency about the practices of these entities, which often have a wealth of information about consumers but never interact directly with them.\(^{342}\) Consumers are often unaware of the existence of these entities, as well as the purposes for which they collect and use data.\(^{343}\) One commenter noted that data brokers may sell data to employers, background screeners, and law enforcement, among others, without the consumer’s knowledge.\(^{344}\) The Commission has monitored data brokers since the 1990s, hosting workshops, drafting reports, and testifying before Congress about

---

\(^{340}\) As noted above, companies should pay close attention to the types of eligibility determinations being made to ensure they comply with the FCRA, if warranted.

\(^{341}\) One commenter noted that when organizations collect and maintain sensitive information about individuals, such as for banking or issuance of credit, they will ask for authenticating information before an individual can access those records. This same commenter then stated that organizations holding less sensitive data may not require similarly rigorous authentication. See Comment of The Centre for Information Policy Leadership at Hunton & Williams, LLP, cmt. #00360, at 7 n.6.

\(^{342}\) See Comment of Privacy Rights Clearinghouse, cmt. #00351, at 3; Comment of Consumers Union, cmt. #00362, at 11.

\(^{343}\) See Comment of Consumer Federation of America, cmt. #00358, at 17.

\(^{344}\) See Comment of Privacy Rights Clearinghouse, cmt. #00351, at 8.
the privacy implications of data brokers’ practices. Following a Commission workshop, the data broker industry created the Individual References Services Group (IRSG), a self-regulatory organization for certain data brokers. Although industry ultimately terminated this organization, a series of public breaches – including one involving ChoicePoint – led to renewed scrutiny of the practices of data brokers. And, indeed, there have been few broad-based efforts to implement self-regulation in this area in the recent past.

The access rights discussed above will help to improve the transparency of companies’ data practices generally, whether or not they have a direct consumer interface. Because most data brokers are invisible to consumers, however, the Commission makes two additional recommendations as to these entities.

First, since 2009, the Commission has supported legislation giving access rights to consumers for information held by data brokers. During the 111th Congress, the House approved a bill that included provisions to establish a procedure for consumers to access information held by data brokers. To improve the transparency of this industry’s practices, the Commission has testified in support of the goals of this legislation and continues to support legislation in this area.

Second, the Commission recommends that the data broker industry explore the idea of creating a centralized website where data brokers that compile and sell data for marketing could identify themselves to consumers and describe how they collect consumer data and disclose the types of companies to which they sell the information. Additionally, data brokers could use the website to explain the access rights and other choices they offer consumers, and could offer links to their own sites where consumers could exercise such options. This website will improve transparency and give consumers control over the data practices of companies that maintain and share data about them for marketing purposes. It can also provide consumer-facing entities such as retailers a means for ensuring that the information brokers from which they purchase “enhancement” information have instituted appropriate transparency and control mechanisms. Indeed, the


348 Data Accountability and Trust Act, H.R. 2221, 111th Congress (as passed by House, Dec. 8, 2009).


351 See Comment of World Privacy Forum, cmt. #00376, at 6; Comment of Consumer Federation of America, cmt. #00358, at 17-18.
consumer-facing entities could provide consumers with a link to the centralized mechanism, after having
made sure that the data brokers from which they buy data participate in such a system. The Commission
will discuss with relevant industry members how this mechanism could be developed and implemented
voluntarily, in order to increase the transparency of their data practices and give consumers tools to opt
out.352

b. Access to Teen Data

One commenter proposed that teens be given regular access to whether and how their data has been
shared because of their particular vulnerability to ubiquitous marketing messages and heavy use of social
media and mobile devices.353 Others noted that teens in particular may not appreciate the persistence and
future effects of data that they post about themselves online and thus need a “right to be forgotten.” In
its comment, the French Data Protection authority advocated the “right to be forgotten,” which would
allow consumers to withdraw data posted online about themselves at any point, for all users, but noted
in particular the need to have control over information posted in one’s youth.354 In the United States,
legislation has been introduced that would give teens an eraser button, which would allow them to erase
certain material on social networking sites.355

The Commission generally supports exploration of the idea of an “eraser button,” through which people
can delete content that they post online. Many companies already offer this type of feature,356 which is
consistent with the principles of data access and suppression. Such an “eraser button” could be particularly
useful for teens who might not appreciate the long-term consequences of their data sharing. Teens tend to
be more impulsive than adults357 and, as a result, may voluntarily disclose more information online than
they should, leaving them vulnerable to identity theft or adversely affecting potential employment or college
admissions opportunities. In supporting an eraser button concept, the Commission notes that such a feature

352 The current website of the Direct Marketing Association (DMA) offers an instructive model for such a mechanism. The
DMA – which consists of data brokers, retailers, and others – currently offers a service through which consumers can opt
out of receiving marketing solicitations via particular channels, such as direct mail, from DMA member companies. See
353 See Comment of Consumers Union, cmt. #00362, at 13; see also Center for Digital Democracy and U.S. PIRG, cmt. #00338, at
39.
354 Comment of CNIL, cmt. #00298, at 3.
356 See Facebook, How Do I Remove a Wall Post or Story?, available at http://www.facebook.com/
357 See, e.g., FTC, Transcript of March 17, 2010, Privacy Roundtable, Panel 3: Addressing Sensitive Information, 208-215,
available at http://www.ftc.gov/bcp/workshops/privacyparttables/PrivacyRoundtable_March2010_Transcript.pdf; see also
Chris Hoofnagle, Jennifer King, Su Li, & Joseph Turow, How Different Are Young Adults from Older Adults When It Comes
id=1589864.
would have to be carefully crafted in order to avoid implicating First Amendment concerns. It would also need to be technically feasible and proportional to the nature, sensitivity, and amount of data collected.

**Final Principle:** Companies should provide reasonable access to the consumer data they maintain; the extent of access should be proportionate to the sensitivity of the data and the nature of its use.

### 3. CONSUMER EDUCATION

**Proposed Principle:** All stakeholders should expand their efforts to educate consumers about commercial data privacy practices.

In its preliminary report, FTC staff called for all stakeholders to accelerate their efforts to raise consumer awareness about data practices and to provide additional transparency tools to consumers. Staff pointed out that consumers need more education about the privacy implications of various data practices so that they can make informed decisions about the trade-offs involved. Staff posed questions about how the range of interested stakeholders — companies, industry associations, consumer groups, and government — can do a better job of informing consumers about privacy. Many commenters expressed general support for the notion that consumer education is a vital component of improving privacy protections for consumers.

One commenter suggested that businesses use their creative talents to make privacy more accessible for consumers, and as support, pointed to its own privacy game. The game teaches players about privacy by inviting them to tour a virtual small town in which the buildings represent different parts of the commenter’s privacy policy.

Over the last few years, a number of other companies and industry and consumer groups have stepped up their efforts to educate consumers about privacy and their privacy choices. The Commission encourages more such efforts, with an eye toward developing clear and accessible messages that consumers will see and understand.

---

358 While consumers should be able to delete much of the information they place on a particular social media site, there may be First Amendment constraints to requiring third parties to delete the same information. In the FTC’s recent proposed settlement with Facebook, the company agreed to implement measures designed to prevent any third party from accessing information under Facebook’s control within a reasonable time period, not to exceed thirty days, from the time the user has deleted such information. See *In the Matter of Facebook, Inc.*, FTC File No. 092 3184 (Nov. 29, 2011) (proposed consent order), available at http://ftc.gov/os/caselist/0923184/111129facebookagree.pdf.

359 See, e.g., Comment of Intuit Inc., cmt. #00348, at 12; Comment of AT&T Inc., cmt. #00420, at 30-31; Comment of Consumers Union, cmt. #00362, at 18.

360 Comment of Zynga Inc., cmt. #00459, at 4.

A range of commenters suggested that the FTC explicitly endorse or sponsor various private sector-led consumer education efforts. The Commission certainly supports private sector education efforts, and encourages private sector entities to freely use the FTC’s extensive consumer and business education materials, under their own branding.

For example, the FTC encourages businesses to use information from its OnGuardOnline.gov website, which aims to help people be safe, secure and responsible online. The OnGuardOnline.gov campaign is a partnership of 15 federal agencies. The site includes articles, videos, games and tutorials to teach home users, small businesses or corporate employees about privacy-related topics like using Wi-Fi networks, peer-to-peer file sharing, mobile apps, and online tracking. The OnGuard Online Blog provides the latest cybersecurity news and practical tips from the FTC and other federal agencies. The FTC publishes this blog regularly and encourages companies to copy and disseminate it. Additionally, the FTC has continued its own consumer education efforts in the privacy area. Over the last year, the Commission released consumer education materials on a variety of topics including: using Wi-Fi hot spots; managing browser and “Flash” cookies; understanding mobile privacy; and protecting against child identity theft.

Final Principle: All stakeholders should expand their efforts to educate consumers about commercial data privacy practices.

V. CONCLUSION

The final privacy framework set forth in this Report reflects the extensive record developed through the Commission’s privacy roundtables as well as the over 450 public comments received in response to the proposed framework issued in December of 2010. The FTC recommends that Congress consider baseline privacy legislation while industry implements the final privacy framework through individual company initiatives and through strong and enforceable self-regulatory initiatives. As discussed throughout the report, there are a number of specific areas where policy makers have a role in assisting with the implementation of the self-regulatory principles that make up the privacy framework. Areas where the FTC will be active over the course of the next year include the following.

♦ Do Not Track: As discussed above, industry has made significant progress in implementing Do Not Track. The browser vendors have developed tools that consumers can use to signal that they do not want to be tracked; the DAA has developed its own icon-based tool and has committed to honor the browser tools; and the W3C has made substantial progress in creating an international standard for Do Not Track. However, the work is not done. The Commission will work with these groups to complete implementation of an easy-to-use, persistent, and effective Do Not Track system.

362 Comment of United States Council for International Business, cmt. #00366, at 4; Comment of IMS Health, cmt. #00380, at 5; Comment of The Privacy Projects, cmt. #00482, at 2-3.

♦ **Mobile:** The Commission calls on companies providing mobile services to work toward improved privacy protections, including the development of short, meaningful disclosures. To this end, FTC staff has initiated a project to update its business guidance about online advertising disclosures.\(^{364}\) As part of this project, staff will host a workshop on May 30, 2012 and will address, among other issues, mobile privacy disclosures and how these disclosures can be short, effective, and accessible to consumers on small screens. The Commission hopes that the workshop will spur further industry self-regulation in this area.

♦ **Data Brokers:** To address the invisibility of, and consumers’ lack of control over, data brokers’ collection and use of consumer information, the Commission supports targeted legislation – similar to that contained in several of the data security bills introduced in the 112th Congress – that would provide consumers with access to information about them held by a data broker.\(^{365}\) To further increase transparency, the Commission calls on data brokers that compile data for marketing purposes to explore creating a centralized website where data brokers could (1) identify themselves to consumers and describe how they collect and use consumer data and (2) detail the access rights and other choices they provide with respect to the consumer data they maintain.

♦ **Large Platform Providers:** To the extent that large platforms, such as Internet Service Providers, operating systems, browsers, and social media, seek to comprehensively track consumers’ online activities, it raises heightened privacy concerns. To further explore privacy and other issues related to this type of comprehensive tracking, FTC staff intends to host a public workshop in the second half of 2012.

♦ **Promoting enforceable self-regulatory codes:** The Department of Commerce, with the support of key industry stakeholders, is undertaking a project to facilitate the development of sector-specific codes of conduct. FTC staff will participate in that project. To the extent that strong privacy codes are developed, the Commission will view adherence to such codes favorably in connection with its law enforcement work. The Commission will also continue to enforce the FTC Act to take action against companies that engage in unfair or deceptive practices, including the failure to abide by self-regulatory programs they join.

In all other areas, the Commission calls on individual companies, trade associations, and self-regulatory bodies to adopt the principles contained in the privacy framework, to the extent they have not already done so. For its part, the FTC will focus its policy efforts on the five areas identified above, vigorously enforce existing laws, work with industry on self-regulation, and continue to target its education efforts on building awareness of existing data collection and use practices and the tools to control them.

---


FTC Privacy Milestones
## FTC Privacy Milestones

<table>
<thead>
<tr>
<th>Year</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>1970</td>
<td>Fair Credit Reporting Act enacted</td>
</tr>
<tr>
<td>1972</td>
<td>First Fair Credit Reporting Act (FCRA) case: <em>In the Matter of Credit Bureau of Lorain</em></td>
</tr>
<tr>
<td>1975</td>
<td>FTC sues tax preparer for improperly using customers’ information to market its loans: <em>FTC v. Beneficial Corporation</em></td>
</tr>
<tr>
<td>1970s</td>
<td>FTC brings 15 additional enforcement actions against credit bureaus and report users</td>
</tr>
<tr>
<td>1983</td>
<td>First FCRA case against a nationwide credit bureau: <em>FTC v. TransUnion</em></td>
</tr>
<tr>
<td>1985</td>
<td>FCRA sweep against users of consumer reports</td>
</tr>
<tr>
<td>1990</td>
<td>Commission staff issues comprehensive commentary on the FCRA</td>
</tr>
<tr>
<td>1991</td>
<td>FTC sues TRW for FCRA violations: <em>FTC v. TRW</em></td>
</tr>
<tr>
<td>1992</td>
<td>FCRA sweep against employers using credit reports</td>
</tr>
<tr>
<td>1995</td>
<td>FTC sues Equifax for FCRA violations: <em>In the Matter of Equifax Credit Information Services</em></td>
</tr>
<tr>
<td>1996</td>
<td>First major revision of the Fair Credit Reporting Act</td>
</tr>
<tr>
<td>1997</td>
<td>FTC sponsors workshop: <em>Consumer Privacy on the Global Information Infrastructure</em></td>
</tr>
<tr>
<td>1998</td>
<td>First spam case: <em>FTC v. Nia Cano</em></td>
</tr>
<tr>
<td>1999</td>
<td>FTC hosts traveling workshops to discuss revisions of FCRA</td>
</tr>
<tr>
<td>1999</td>
<td>FTC sponsors workshop: <em>Consumer Information Privacy</em></td>
</tr>
<tr>
<td>1999</td>
<td>FTC issues <em>Privacy Online: A Federal Trade Commission Report to Congress</em></td>
</tr>
<tr>
<td>1999</td>
<td>First case involving children’s privacy: <em>In the Matter of Liberty Financial</em></td>
</tr>
<tr>
<td>1999</td>
<td>First consumer privacy case: <em>In the Matter of GeoCities</em></td>
</tr>
<tr>
<td>1999</td>
<td>FTC issues <em>Self-Regulation and Privacy Online: A Federal Trade Commission Report to Congress</em></td>
</tr>
<tr>
<td>1999</td>
<td>FTC sponsors workshop: <em>Online Profiling</em></td>
</tr>
<tr>
<td>1999</td>
<td>FTC launches ID Theft website: consumer.gov/idtheft and ID Theft Online Complaint Form</td>
</tr>
<tr>
<td>1999</td>
<td>FTC’s 877-ID-THEFT consumer helpline established</td>
</tr>
<tr>
<td>2000</td>
<td>Children’s Online Privacy Protection Rule (COPPA) goes into effect</td>
</tr>
<tr>
<td>2000</td>
<td>Gramm-Leach-Bliley Financial Privacy Rule goes into effect</td>
</tr>
<tr>
<td>2000</td>
<td>First COPPA case: <em>FTC v. Toysmart.com</em></td>
</tr>
<tr>
<td>Year</td>
<td>Event</td>
</tr>
<tr>
<td>------</td>
<td>-------</td>
</tr>
<tr>
<td>2001</td>
<td>FTC sponsors workshop: <em>The Mobile Wireless Web, Data Services and Beyond: Emerging Technologies and Consumer Issues</em></td>
</tr>
<tr>
<td></td>
<td>FTC publishes ID Theft booklet for victims: <em>When Bad Things Happen to Your Good Name</em></td>
</tr>
<tr>
<td></td>
<td>COPPA Safe Harbor Program begins</td>
</tr>
<tr>
<td></td>
<td>FTC sponsors workshops: <em>The Information Marketplace: Merging and Exchanging Consumer Data; Gramm-Leach-Bliley Educational Program on Financial Privacy; and Get Noticed: Effective Financial Privacy Notices: An Interagency Workshop</em></td>
</tr>
<tr>
<td></td>
<td>FTC publishes ID Theft Affidavit</td>
</tr>
<tr>
<td>2002</td>
<td>First data security case: <em>In the Matter of Eli Lilly &amp; Company</em></td>
</tr>
<tr>
<td></td>
<td>FTC settles data security charges related to Microsoft’s Passport service: <em>In the Matter of Microsoft</em></td>
</tr>
<tr>
<td></td>
<td>FTC sponsors workshop: <em>Consumer Information Security Workshop</em></td>
</tr>
<tr>
<td></td>
<td>FTC issues report on <em>Public Workshop: The Mobile Wireless Web, Data Services and Beyond: Emerging Technologies and Consumer Issues</em></td>
</tr>
<tr>
<td></td>
<td>FTC launches 10-minute educational ID Theft video</td>
</tr>
<tr>
<td></td>
<td>FTC distributes over 1 million ID Theft booklets for victims</td>
</tr>
<tr>
<td>2003</td>
<td>Fair and Accurate Credit Transactions Act (FACTA) passed</td>
</tr>
<tr>
<td></td>
<td>National Do Not Call Registry goes into effect</td>
</tr>
<tr>
<td></td>
<td>Gramm-Leach-Bliley Safeguards Rule goes into effect</td>
</tr>
<tr>
<td></td>
<td>FTC sues companies for sharing students’ survey data with commercial marketers: <em>In the Matter of Education Research Center of America and Student Marketing Group</em></td>
</tr>
<tr>
<td></td>
<td>Guess settles FTC data security charges: <em>In the Matter of Guess</em></td>
</tr>
<tr>
<td></td>
<td>FTC issues <em>Technologies for Protecting Personal Information: A Staff Workshop Report</em></td>
</tr>
<tr>
<td></td>
<td>FTC sponsors workshops: <em>Technologies for Protecting Personal Information; Spam Forum; and Costs and Benefits Related To the Collection and Use of Consumer Information</em></td>
</tr>
<tr>
<td>2004</td>
<td>CAN-SPAM Rule goes into effect</td>
</tr>
<tr>
<td></td>
<td>CAN-SPAM Adult Labeling Rule goes into effect</td>
</tr>
<tr>
<td></td>
<td>Free Annual Credit Report Rule goes into effect</td>
</tr>
<tr>
<td></td>
<td>First spyware case: <em>FTC v. Seismic Entertainment</em></td>
</tr>
<tr>
<td></td>
<td>FTC charges company with exposing consumers’ purchases: <em>In the Matter of MTS (dba Tower Records)</em></td>
</tr>
<tr>
<td></td>
<td>FTC charges company with renting consumer information it had pledged to keep private: <em>In the Matter of Gateway Learning</em></td>
</tr>
<tr>
<td>Year</td>
<td>Event</td>
</tr>
<tr>
<td>------</td>
<td>-------------------------------------------------------------------------------------------------</td>
</tr>
</tbody>
</table>
| 2003 | FTC sponsors workshops: Monitoring Software on Your PC: Spyware, Adware and Other Software; Radio Frequency IDentification: Applications and Implications for Consumers; and Peer-to-Peer File-Sharing Technology: Consumer Protection and Competition Issues
| 2005 | FTC publishes *The CAN-SPAM Act: A Compliance Guide for Business*
| 2005 | FACTA Disposal Rule goes into effect
| 2005 | FACTA Pre-Screen Opt Out Rule goes into effect
| 2005 | National Do Not Call Registry tops 100 million phone numbers
| 2005 | First Do Not Call enforcement action: *FTC v. National Consumer Council*
| 2005 | First Do Not Call civil penalty action: *US v. Braglia Marketing*
| 2005 | Highest civil penalty in a Do Not Call case: *US v. DirecTV* ($5.3 million)
| 2005 | First enforcement actions under Gramm-Leach-Bliley Safeguards Rule: *In the Matter of Sunbelt Lending* and *In the Matter of Nationwide Mortgage Group*
| 2005 | First unfairness allegation in a data security case: *In the Matter of BJ's Wholesale Club*
| 2006 | FTC issues *RFID: Radio Frequency IDentification: Applications and Implications for Consumers: A Workshop Report From the Staff of the Federal Trade Commission*
| 2006 | FTC launches online safety website: OnGuardOnline.gov
| 2006 | FACTA Rule Limiting Marketing Solicitations from Affiliates goes into effect
| 2006 | Highest civil penalty in a consumer protection case: *US v. ChoicePoint* ($10 million civil penalty for violations of FCRA as well as $5 million redress for victims)
| 2006 | First adware case: *In the Matter of Zango*
| 2006 | Highest civil penalty to date in a COPPA case: *US v. Xanga* ($1 million)
| 2006 | FTC settles charges against a payment processor that had experienced the largest breach of financial data to date: *In the Matter of CardSystems Solutions*
| 2006 | FTC issues *Peer-to-Peer File-Sharing Technology: Consumer Protection and Competition Issues: A Federal Trade Commission Staff Workshop Report*
| 2006 | FTC sponsors workshop: *Protecting Consumers in the Next Tech-Ade*
| 2006 | FTC launches national educational campaign on identity theft and publishes *Deter, Detect, Defend: Avoid ID Theft* brochure
## FTC Privacy Milestones

### 2007

<table>
<thead>
<tr>
<th>Year</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Adult-oriented online social networking operation settles FTC charges; unwitting consumers pelted with sexually graphic pop-ups: <strong>FTC v. Various (dba AdultFriendFinder)</strong></td>
</tr>
<tr>
<td></td>
<td>FTC issues <strong>Spam Summit: The Next Generation of Threats and Solutions: A Staff Report by the Federal Trade Commission’s Division of Marketing Practices</strong></td>
</tr>
<tr>
<td></td>
<td>FTC issues <strong>Implementing the Children’s Online Privacy Protection Act: A Federal Trade Commission Report to Congress</strong></td>
</tr>
<tr>
<td></td>
<td>FTC co-chairs President’s Identity Theft Task Force (with DOJ) and issues Strategic Plan</td>
</tr>
<tr>
<td></td>
<td>FTC sponsors workshops: Security in Numbers: SSNs and ID Theft; Behavioral Advertising: Tracking, Targeting, and Technology; and Spam Summit: The Next Generation of Threats and Solutions</td>
</tr>
<tr>
<td></td>
<td>FTC publishes <strong>Protecting Personal Information: A Guide for Business</strong> and launches interactive tutorial</td>
</tr>
</tbody>
</table>

### 2008

<table>
<thead>
<tr>
<th>Year</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>2008</td>
<td>Highest civil penalty in a CAN-SPAM case: <strong>US v. ValueClick</strong> ($2.9 million)</td>
</tr>
<tr>
<td></td>
<td>FTC settles charges against data broker Lexis Nexis and retailer TJX related to the compromise of hundreds of thousands of consumers’ information: In the Matter of Reed Elsevier and Seisent and In the Matter of TJX Companies</td>
</tr>
<tr>
<td></td>
<td>FTC issues <strong>Protecting Consumers in the Next Tech-ade: A Report by the Staff of the Federal Trade Commission</strong></td>
</tr>
<tr>
<td></td>
<td>FTC issues <strong>Security In Numbers: Social Security Numbers and Identity Theft – A Federal Trade Commission Report Providing Recommendations On Social Security Number Use In the Private Sector</strong></td>
</tr>
<tr>
<td></td>
<td>President’s Identity Theft Task Force Report released</td>
</tr>
<tr>
<td></td>
<td>FTC sponsors workshops: Protecting Personal Information: Best Practices for Business (Chicago, Dallas, and Los Angeles); Pay on the Go: Consumers and Contactless Payment, Transatlantic RFID Workshop on Consumer Privacy and Data Security; and Beyond Voice: Mapping the Mobile Marketplace</td>
</tr>
<tr>
<td></td>
<td>U.S. Postal Service sends FTC ID Theft prevention brochure to every household in the country</td>
</tr>
</tbody>
</table>

### 2009

<table>
<thead>
<tr>
<th>Year</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>2009</td>
<td>Robocall Rule goes into effect</td>
</tr>
<tr>
<td></td>
<td>Health Breach Notification Rule goes into effect</td>
</tr>
<tr>
<td></td>
<td>First case alleging failure to protect employee information: In the Matter of CVS Caremark</td>
</tr>
<tr>
<td></td>
<td>FTC issues <strong>Self-Regulatory Principles For Online Behavioral Advertising: Tracking, Targeting, and Technology</strong></td>
</tr>
</tbody>
</table>

---

**FTC Privacy Milestones continued**
<table>
<thead>
<tr>
<th>Year</th>
<th>FTC Activities</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>FTC seeks comment on proposed changes to COPPA rule&lt;br&gt;First case alleging substantive Safe Harbor violation and imposing privacy assessment program and audit requirements: In the Matter of Google&lt;br&gt;First case against an online advertising network for offering deceptive privacy controls: In the Matter of Chitika&lt;br&gt;First COPPA case against a mobile application developer: US v. W3 Innovations&lt;br&gt;First case alleging unfairness based on default privacy settings: FTC v. Frostwire&lt;br&gt;Largest FTC privacy case to date: In the Matter of Facebook&lt;br&gt;FTC releases report 40 Years of Experience with the Fair Credit Reporting Act&lt;br&gt;FTC co-hosts Stolen Futures: A Forum on Child ID Theft&lt;br&gt;FTC hosts Face Facts: A Forum on Facial Recognition Workshop&lt;br&gt;FTC publishes Tips for Using Public Wireless Networks&lt;br&gt;FTC publishes Facts from the FTC: What You Should Know About Mobile Apps&lt;br&gt;FTC publishes Online Safety for Teens and Tweens</td>
</tr>
</tbody>
</table>
### FTC Privacy Milestones

*continued*

<table>
<thead>
<tr>
<th>Year</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>FTC releases report <em>Using FACTA Remedies: An FTC Staff Report on a Survey of Identity Theft Victims</em></td>
</tr>
<tr>
<td>2012</td>
<td>FTC releases report <em>Mobile Apps for Kids: Current Privacy Disclosures Are Disappointing</em></td>
</tr>
<tr>
<td>2012</td>
<td>FTC announces workshop: <em>Paper, Plastic... or Mobile? An FTC Workshop on Mobile Payments</em></td>
</tr>
<tr>
<td>2012</td>
<td>FTC announces workshop to Explore Disclosures in Online and Mobile Media</td>
</tr>
<tr>
<td>2012</td>
<td>FTC publishes Blog Post: <em>FCRA &amp; Mobile Apps: A Word of Warning</em></td>
</tr>
</tbody>
</table>
Personal Data Ecosystem
Personal Data Ecosystem

Examples:
- **Utility Companies**
- **Media Agencies**
- **Government**
- **Medical**
- **Pharmacies**
- **Hospitals**
- **Doctors**
- **Nurses**
- **Retail**
- **Retail Stores**
- **Airlines**
- **Credit Card Companies**
- **Social Networking Services**
- **Retail & Content Websites**
- **BUY ONE, GET ONE!**
- **SPECIAL OFFER!**
- **Internet**
- **Financial & Insurance**
- **Stock Companies**
- **Insurance**
- **Banks**
- **Information Brokers**
- **Websites**
- **Catalog Co-ops**
- **Media Archives**
- **List Brokers**
- **Affiliates**
- **DATA COLLECTORS** (sources)
- **DATA BROKERS**
- **DATA USERS**
- **Marketers**
- **Lawyers/ Private Investigators**
- **Individuals**
- **Government**
- **Employers**
- **Product & Service Delivery**
- **Law Enforcement**
Examples of uses of consumer information in personally identifiable or aggregated form:

- Financial services, such as for banking or investment accounts
- Credit granting, such as for credit or debit cards; mortgage, automobile or specialty loans; automobile rentals; or telephone services
- Insurance granting, such as for health, automobile or life
- Retail coupons and special offers
- Catalog and magazine solicitations
- Web and mobile services, including content, e-mail, search, and social networking
- Product and service delivery, such as streaming video, package delivery, or a cable signal
- Attorneys, such as for case investigations
- Journalism, such as for fact checking
- Marketing, whether electronically, through direct mail, or by telephone
- Data brokers for aggregation and resale to companies and/or consumers
- Background investigations by employers or landlords
- Locating missing or lost persons, beneficiaries, or witnesses
- Law enforcement
- Research (e.g., health, financial, and online search data) by academic institutions, government agencies, and commercial companies
- Fraud detection and prevention
- Government benefits and services, such as licensing
Dissenting Statement of Commissioner J. Thomas Rosch
**Introduction**

I agree in several respects with what the “final” Privacy Report says. Specifically, although I disagree that the consumer has traditionally ever been given any “choice” about information collection practices (other than to “take-it-or-leave-it” after reviewing a firm’s privacy notice), I agree that consumers ought to be given a broader range of choices if for no other reason than to customize their privacy protection. However, I still worry about the constitutionality of banning take-it-or-leave-it choice (in circumstances where the consumer has few alternatives); as a practical matter, that prohibition may chill information collection, and thus impact innovation, regardless whether one’s privacy policy is deceptive or not.1

I also applaud the Report’s recommendation that Congress enact “targeted” legislation giving consumers “access” to correct misinformation about them held by a data broker.2 I also support the Report’s recommendation that Congress implement federal legislation that would require entities to maintain reasonable security and to notify consumers in the event of certain security breaches.3

Finally, I concur with the Report insofar as it recommends that information brokers who compile data for marketing purposes must disclose to consumers how they collect and use consumer data.4 I have long felt that we had no business counseling Congress or other agencies about privacy concerns without that information. Although I have suggested that compulsory process be used to obtain such information (because I am convinced that is the only way to ensure that our information is complete and accurate),5 a voluntary centralized website is arguably a step in the right direction.

**Privacy Framework**

My disagreement with the “final” Privacy Report is fourfold. First, the Report is rooted in its insistence that the “unfair” prong, rather than the “deceptive” prong, of the Commission’s Section 5 consumer protection statute, should govern information gathering practices (including “tracking”). “Unfairness” is an elastic and elusive concept. What is “unfair” is in the eye of the beholder. For example, most consumer advocacy groups consider behavioral tracking to be unfair, whether or not the information being tracked is personally identifiable (“PII”) and regardless of the circumstances under which an entity does the

2 *Id.* at 14, 73.
3 *Id.* at 26. I also support the recommendation that such legislation authorize the Commission to seek civil penalties for violations. However, despite its bow to “targeted” legislation, the Report elsewhere counsels that the Commission support privacy legislation generally. See, e.g., *id.* at 16. To the extent that those recommendations are not defined, or narrowly targeted, I disagree with them.
4 *Id.* at 14, 68-70.
tracking. But, as I have said, consumer surveys are inconclusive, and individual consumers by and large do not “opt out” from tracking when given the chance to do so. Not surprisingly, large enterprises in highly concentrated industries, which may be tempted to raise the privacy bar so high that it will disadvantage rivals, also support adopting more stringent privacy principles.

The “final” Privacy Report (incorporating the preliminary staff report) repeatedly sides with consumer organizations and large enterprises. It proceeds on the premise that behavioral tracking is “unfair.” Thus, the Report expressly recommends that “reputational harm” be considered a type of harm that the Commission should redress. The Report also expressly says that privacy be the default setting for commercial data practices. Indeed, the Report says that the “traditional distinction between PII and non-PII has blurred,” and it recommends “shifting the burdens away from consumers and placing obligations on businesses.” To the extent the Report seeks consistency with international privacy standards, I would urge caution. We should always carefully consider whether each individual policy choice regarding privacy is appropriate for this country in all contexts.

That is not how the Commission itself has traditionally proceeded. To the contrary, the Commission represented in its 1980, and 1982, Statements to Congress that, absent deception, it will not generally enforce Section 5 against alleged intangible harm. In other contexts, the Commission has tried, through its advocacy, to convince others that our policy judgments are sensible and ought to be adopted. And, as I stated in connection with the recent Intel complaint, in the competition context, one of the principal virtues

---


8 Report at 8 and n.37.

9 Id. at 2. The Report seems to imply that the Do Not Call Rule would support this extension of the definition of harm. See id. (“unwarranted intrusions into their daily lives”). However, it must be emphasized that the Congress granted the FTC underlying authority under the Telemarketing and Consumer Fraud and Abuse Prevention Act, 15 U.S.C. §§ 6101-6108, to promulgate the Do Not Call provisions and other substantial amendments to the TSR. The Commission did not do so unilaterally.

10 Id.

11 Id. at 19.

12 Id. at 23, see also id. at 24.

13 Id. at 9-10. This does not mean that I am an isolationist or am impervious to the benefits of a global solution. But, as stated below, there is more than one way to skin this cat.

of applying Section 5 was that that provision was “self-limiting,” and I advocated that Section 5 be applied on a stand-alone basis only to a firm with monopoly or near-monopoly power.\(^{15}\) Indeed, as I have remarked, absent such a limiting principle, privacy may be used as a weapon by firms having monopoly or near-monopoly power.\(^{16}\)

There does not appear to be any such limiting principle applicable to many of the recommendations of the Report. If implemented as written, many of the Report’s recommendations would instead apply to almost all firms and to most information collection practices. It would install “Big Brother” as the watchdog over these practices not only in the online world but in the offline world.\(^{17}\) That is not only paternalistic, but it goes well beyond what the Commission said in the early 1980s that it would do, and well beyond what Congress has permitted the Commission to do under Section 5(n).\(^{18}\) I would instead stand by what we have said and challenge information collection practices, including behavioral tracking, only when these practices are deceptive, “unfair” within the strictures of Section 5(n) and our commitments to Congress, or employed by a firm with market power and therefore challengeable on a stand-alone basis under Section 5’s prohibition of unfair methods of competition.

Second, the current self-regulation and browser mechanisms for implementing Do Not Track solutions may have advanced since the issuance of the preliminary staff Report.\(^{19}\) But, as the final Report concedes, they are far from perfect,\(^{20}\) and they may never be, despite efforts to create a standard through the World Wide Web Consortium (“W3C”) for the browser mechanism.\(^{21}\)

More specifically, as I have said before, the major browser firms’ interest in developing Do Not Track mechanisms begs the question of whether and to what extent those major browser firms will act strategically and opportunistically (to use privacy to protect their own entrenched interests).\(^{22}\)

In addition, the recent announcement by the Digital Advertising Alliance (DAA) that it will honor the tracking choices consumers make through their browsers raises more questions than answers for me. The Report is not clear, and I am concerned, about the extent to which this latest initiative will displace the standard-setting effort that has recently been undertaken by the W3C. Furthermore, it is not clear that all the interested players in the Do Not Track arena – whether it be the DAA, the browser firms, the W3C, or consumer advocacy groups – will be able to come to agreement about what “Do Not Track” even means.\(^{23}\) It may be that the firms professing an interest in self-regulation are really talking about a “Do Not Target” mechanism, which would only prevent a firm from serving targeted ads, rather than a “Do Not Track” mechanism.


\(^{16}\) See Rosch, supra note 7 at 20.

\(^{17}\) See Report at 13.


\(^{19}\) Report at 4, 52.

\(^{20}\) Id. at 53, 54; see exp. id. at 53 n.250.

\(^{21}\) Id. at 5, 54.

\(^{22}\) See Rosch, supra note 7 at 20-21.

mechanism, which would prevent the collection of consumer data altogether. For example, the DAA’s Self-Regulatory Principles for Multi-Site Data do not apply to data collected for “market research” or “product development.”24 For their part, the major consumer advocacy groups may not be interested in a true “Do Not Track” mechanism either. They may only be interested in a mechanism that prevents data brokers from compiling consumer profiles instead of a comprehensive solution. It is hard to see how the W3C can adopt a standard unless and until there is an agreement about what the standard is supposed to prevent.25

It is also not clear whether or to what extent the lessons of the Carnegie Mellon Study respecting the lack of consumer understanding of how to access and use Do Not Track will be heeded.26 Similarly, it is not clear whether and to what extent Commissioner Brill’s concern that consumers’ choices, whether it be “Do Not Collect” or merely “Do Not Target,” will be honored.27 Along the same lines, it is also not clear whether and to what extent a “partial” Do Not Track solution (offering nuanced choice) will be offered or whether it is “all or nothing.” Indeed, it is not clear whether consumers can or will be given complete and accurate information about the pros and the cons of subscribing to Do Not Track before they choose it. I find this last question especially vexing in light of a recent study that indicated 84% of users polled prefer targeted advertising in exchange for free online content.28

Third, I am concerned that “opt-in” will necessarily be selected as the de facto method of consumer choice for a wide swath of entities that have a first-party relationship with consumers but who can potentially track consumers’ activities across unrelated websites, under circumstances where it is unlikely, because of the “context” (which is undefined) for such tracking to be “consistent” (which is undefined) with that first-party relationship:29 1) companies with multiple lines of business (such as Google);30 2) “social networks,” (such as Facebook and Twitter), which could potentially use “cookies,” “plug-ins,” applications, or other mechanisms to track a consumer’s activities across

---


25 See Vega, supra note 24.


28 See Bachman, supra note 6.

29 Report at 41.

30 Id. Notwithstanding that Google’s prospective conduct seems to fit perfectly the circumstances set forth on this page of the Report (describing a company with multiple lines of business including a search engine and ad network), where the Commission states “consumer choice” is warranted, the Report goes on to conclude on page 56 that Google’s practices do not require affirmative express consent because they “currently are not so widespread that they could track a consumer’s every movement across the Internet.”
the Internet; and 3) “retargeters,” (such as Amazon or Pacers), which include a retailer who delivers an ad on a third-party website based on the consumer’s previous activity on the retailer’s website.

These entities might have to give consumers “opt-in” choice now or in the future: 1) regardless whether the entity’s privacy policy and notices adequately describe the information collection practices at issue; 2) regardless of the sensitivity of the information being collected; 3) regardless whether the consumer cares whether “tracking” is actually occurring; 4) regardless of the entity’s market position (whether the entity can use privacy strategically – i.e., an opt-in requirement – in order to cripple or eliminate a rival); and 5) conversely, regardless whether the entity can compete effectively or innovate, as a practical matter, if it must offer “opt in” choice.

Fourth, I question the Report’s apparent mandate that ISPs, with respect to uses of deep packet inspection, be required to use opt-in choice. This is not to say there is no basis for requiring ISPs to use opt-in choice without requiring opt-in choice for other large platform providers. But that kind of “discrimination” cannot be justified, as the Report says, because ISPs have “are in a position to develop highly detailed and comprehensive profiles of their customers.” So does any large platform provider who makes available a browser or operating system to consumers.

Nor can that “discrimination” be justified on the ground that ISPs may potentially use that data to “track” customer behavior in a fashion that is contrary to consumer expectations. There is no reliable data establishing that most ISPs presently do so. Indeed, with a business model based on subscription revenue, ISPs arguably lack the same incentives as do other platform providers whose business model is based on attracting advertising and advertising revenue: ISPs assert that they track data only to perform operational and security functions; whereas other platform providers that have business models based on advertising revenue track data in order to maximize their advertising revenue.

What really distinguishes ISPs from most other “large platform providers” is that their markets can be highly concentrated. Moreover, even when an ISP operates in a less concentrated market, switching costs can be, or can be perceived as being, high. As I said in connection with the Intel complaint, a monopolist or near monopolist may have obligations which others do not have. The only similarly situated platform provider may be Google, which, because of its alleged monopoly power in the search advertising market,

31 Id. at 40. See also supra note 30. That observation also applies to “social networks” like Facebook.
32 Id. at 41.
33 See id. at 60 (“Final Principle”).
34 Id. at 56 (“the Commission has strong concerns about the use of DPI for purposes inconsistent with an ISP’s interaction with a consumer, without express affirmative consent or more robust protection”).
35 Id.
36 Id.
39 See Rosch, supra note 15.
has similar power. For any of these “large platform providers,” however, affirmative express consent should
be required only when the provider actually wants to use the data in this fashion, not just when it has the potential to do so. 40

Conclusion

Although the Chairman testified recently before the House Appropriations Subcommittee chaired by Congresswoman Emerson that the recommendations of the final Report are supposed to be nothing more than “best practices,” I am concerned that the language of the Report indicates otherwise, and broadly hints at the prospect of enforcement. 41 The Report also acknowledges that it is intended to serve as a template for legislative recommendations. 42 Moreover, to the extent that the Report’s “best practices” mirror the Administration’s privacy “Bill of Rights,” the President has specifically asked either that the “Bill of Rights” be adopted by the Congress or that they be distilled into “enforceable codes of conduct.” 43 As I testified before the same subcommittee, this is a “tautology”; either these practices are to be adopted voluntarily by the firms involved or else there is a federal requirement that they be adopted, in which case there can be no pretense that they are “voluntary.” 44 It makes no difference whether the federal requirement is in the form of enforceable codes of conduct or in the form of an act of Congress. Indeed, it is arguable that neither is needed if these firms feel obliged to comply with the “best practices” or face the wrath of “the Commission” or its staff.

40 See, e.g., Report at 56.
42 One notable example is found where the Report discusses the articulation of privacy harms and enforcement actions brought on the basis of deception. The Report then notes “[l]ike these enforcement actions, a privacy framework should address practices that unexpectedly reveal previously private information even absent physical or financial harm, or unwarranted intrusions.” Report at 8. The accompanying footnote concludes that “even in the absence of such misrepresentations, revealing previously-private consumer data could cause consumer harm.” See also infra note 43.
43 Id. at 16 (“to the extent Congress enacts any of the Commission’s recommendations through legislation”); see also id. at 12-13 (“the Commission calls on Congress to develop baseline privacy legislation that is technologically neutral and sufficiently flexible to allow companies to continue to innovate”).
45 See FTC Testimony, supra note 41.