November 7, 2018
Mr. Travis Hall
Telecommunications Policy Analyst, Office of Policy Analysis and Development
National Telecommunications and Information Administration
U.S. Department of Commerce
1401 Constitution Avenue NW, Room 4725
Washington, DC 20230

RE: Privacy Request for Comment, Docket No. 180821780-8780-01

Dear Mr. Hall,

The Information Technology & Innovation Foundation (ITIF) is pleased to submit these comments in response to the National Telecommunications and Information Administration’s (NTIA) request for comment (RFC) on the administration’s approach to advancing consumer privacy while protecting prosperity and innovation.⁠¹ ITIF is a nonprofit, non-partisan public policy think tank committed to articulating and advancing a pro-productivity, pro-innovation and pro-technology public policy agenda internationally, in Washington, and in the states. Through its research, policy proposals, and commentary, ITIF is working to advance and support public policies that boost innovation, e-transformation, and productivity.

The U.S. Department of Commerce, through the leadership of the NTIA, is seeking to determine the best path forward for a U.S. privacy framework that both protects individual’s privacy and fosters innovation.² Achieving this balanced level of privacy regulation is crucial because overly strict rules will not only do little to increase user trust, but will limit digital innovation, raise costs, and limit consumer choices, thereby actually reducing technology use relative to more balanced rules.³ Given that U.S. consumers enjoy a wealth of free or low-cost Internet services because of an effective U.S. ad-market where businesses and consumers mutually

---

² Ibid.
benefit from the choice to share data, it is incumbent on the NTIA to get its proposal right to ensure society can continue to use data for the benefit of all. ITIF supports the NTIA’s efforts to start a dialogue on a meaningful, innovation-friendly U.S. privacy framework and welcomes the opportunity to provide input on this important topic.

BACKGROUND

The United States does not have a single federal data privacy law for the private sector. Instead, it has multiple privacy laws and regulators. Some laws create privacy rules for a specific sector, like health care or financial services, whereas others focus on providing specific safeguards, such as protecting children’s privacy. Where there are no sector-specific rules, the U.S. government frequently allows industries to self-regulate privacy protections through voluntary agreements, peer pressure, and other methods to coordinate behavior without violating anti-trust rules.

The Federal Trade Commission (FTC) has broad authority to take enforcement action against businesses that engage in unfair or deceptive behavior. For example, when companies participate in industry codes of conduct or publish privacy policies, but do not keep their promises to protect consumer data, the FTC can pursue enforcement actions against them. In addition to having authority to investigate and combat unfair and deceptive practices, the FTC enforces multiple sector-specific laws, such as the CAN-SPAM Act, the Children’s Online Privacy Protection Act, the Truth in Lending Act, Gramm-Leach-Bliley Act (GLBA) of 1999, the Equal Credit Opportunity Act, and the Fair Credit Reporting Act.

With the European Union implementing the General Data Protection Regulation (GDPR)—a significant piece of data protection legislation with global implications—and California passing a new privacy law, coupled with several high-profile incidents involving companies exposing consumer data, the Trump
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7 Ibid.
administration is now seeking to develop an updated general framework for consumer data privacy.⁸ The Department of Commerce has led these efforts through two of its agencies, the NTIA and the National Institute of Standards and Technology (NIST).⁹

NTIA’s RFC is divided into two parts: “a set of user-centric privacy outcomes that underpin the protections that should be produced by any Federal actions on consumer-privacy policy” and “a set of high-level goals that describe the outlines of the ecosystem that should be created to provide those protections.” The former section consists of seven user-centric outcomes that are intended to be flexible and clear, but not a legal standard. These outcomes are transparency, control, reasonable minimization, security, access and correction, risk management, and accountability.¹⁰ Some of these outcomes are problematic, such as reasonable minimization, as they incorrectly take the position that collection of data is inherently problematic. The latter section consists of eight goals for federal action to achieve the above outcomes for users: (1) harmonize the regulatory landscape, (2) provide legal clarity while maintaining the flexibility to innovation, (3) comprehensive application to avoid a fragmented regulatory system, (4) employ a risk and outcome-based approach, (5) interoperability with other privacy frameworks, (6) provide incentives for privacy research, (7) Federal Trade Commission (FTC) enforcement, and (7) scalability.¹¹

ITIF looks forward to participating in the process and submits the following responses to NTIA’s questions.

A. The Core Privacy Outcomes for U.S. Consumers
The RFC seeks information on several questions related to the seven user-centric outcomes. In particular, the RFC asks: (1) Are there other outcomes that should be included, or outcomes that should be expanded upon as separate items? (2) Are the descriptions clear? Beyond clarity, are there any issues raised by how any of the outcomes
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⁹ While the NTIA is engaged with the comments discussed herein, NIST is leading efforts for a privacy “framework” consisting of standardized policies that organizations can adopt to reduce the risk of data misuse—similar to when it developed a cybersecurity framework. “Department of Commerce Launches Collaborative Privacy Framework Effort,” National Institute of Standards and Technology, September 4, 2018, accessed October 9, 2018, https://www.nist.gov/news-events/news/2018/09/department-commerce-launches-collaborative-privacy-framework-effort.

¹⁰ Request for Comments on Developing the Administration’s Approach to Consumer Privacy,” National Telecommunications and Information Administrations.

¹¹ Ibid.
are described? (3) Are there any risks that accompany the list of outcomes, or the general approach taken in the list of outcomes?

One of the defining features of the Internet is continuous innovation, so the NTIA should add “increase, and not undermine, innovation” to its list of outcomes for a federal privacy framework. It is important for NTIA to state at the outset that any privacy outcomes should not undermine innovation because many privacy laws, such as the GDPR, would do so. Indeed, creating more restrictive data privacy laws is rather straightforward, but creating such laws that have minimal disruptive effects on users or businesses is much more complex, which is why this should be an explicit outcome. Additionally, policymakers should consider ways in which a federal privacy framework could enhance innovation, such as by reducing regulatory costs or limitations associated with data-driven services, including the online advertising that funds much of the free or low-cost content and services available to Internet users.

NTIA should promote this outcome through two steps.

First, any federal privacy framework should consider the economic costs of any piece of privacy legislation or enforcement action. Overly strict data protection regulations can adversely impact innovation. There are many factors of potential privacy rules that can have these adverse effects. For one, strict data protection regulations can raise compliance costs, forcing companies to devote resources to compliance, which reduces the amount of money that can be invested in innovation. For example, a 2016 study found that GDPR requirements for public authorities and companies to process personal data could result companies needing to hire an additional 75,000 workers to comply with the law.  

Similarly, privacy rules can increase legal risks and the threat of large fines that can leave consumers worse off. For example, a 2017 Center for Data Innovation report argues that by raising the legal risks of companies developing and using artificial intelligence (AI), the GDPR will have a negative impact on the development and use of AI in Europe. Moreover, some rules can reduce the effectiveness of online advertising, thereby impacting the revenue digital companies can earn from online ads and reducing the overall growth of the digital ecosystem. For example, regulations that shift online services from an “opt-out” privacy system, in which consumers can choose to not


have their data used by a company, to an “opt in” privacy system, in which companies can only use data after obtaining affirmative consent from users, will significantly harm advertising-based business models. Overly restrictive and badly-designed data protection laws can also result in less access to data or constrain how it can be used—both of which limits innovation. For example, the GDPR requirement of “purpose specification”—which prohibits the reuse of data for purposes not compatible for with those for which it was first collected—prevents companies from experimenting with beneficial secondary uses for existing data.

Second, the federal privacy framework should incentivize continuous improvement in terms of privacy-enhancing policies and technologies. Frequently, companies iterate on their privacy policies and technologies over time to improve the overall consumer experience. This process, however, often comes with growing pains. For example, Google recently created some controversy when it rolled out a new function on its Google Maps app, called Location History, that would pause location data collection to increase user privacy. However, the function’s wording suggested that it would pause all data collection from the company rather than that particular app. Responding to this controversy, Google updated its policies to clarify how the function worked, improve transparency, and still enable users increased privacy through the feature. NTIA’s privacy framework should encourage this iterative process because it leads to better outcomes for consumers and flexibility for businesses. Indeed, while companies experiment with many new privacy-enhancing technologies, such as Apple’s work with differential privacy, these technologies will not solve every privacy problem nor will they suit every business model. By promoting innovation as a privacy outcome, NTIA’s privacy framework can promote a flexible model that ensures companies continue to learn and improve upon consumer privacy.

By including this addition as an outcome for any legislative or executive solution, not only will NTIA ensure it balances other privacy outcomes that if misapplied have the potential to limit the supply of innovative technologies and services and therefore harm consumers, but it will ensure that consumers can continue to

---

benefit from low-cost, high-quality online services, while at the same time ensuring that the United States continues to lead in the Internet economy.\textsuperscript{18}

\textbf{B. High-level Goals for an End-State for U.S. Consumer Privacy Protections}

The RFC seeks information on several questions related to the eight high-level goals to achieve the ideal consumer privacy protection framework. In particular, the RFC asks: (1) Are there other goals that should be included, or outcomes that should be expanded upon? (2) Are the descriptions clear? Beyond clarity, are there any issues raised by how the issues are described? (3) Are there any risks that accompany the list of goals, or the general approach taken by the Department?

ITIF welcomes and supports the NTIA’s high-level goals for an end-state for U.S. consumer privacy protections. However, ITIF recommends NTIA make two changes to these goals.

First, the description of the goal to “employ a risk and outcome-based approach” should specifically state that different types of data have different types of potential privacy harms associated with them, and not treat all data the same. There are four types of personally identifiable information\textsuperscript{19}:

- **Observable information** is personal information that can be perceived first-hand by other individuals. This category includes both observable personal information created by the individual about him or herself, as well as observable personal information captured by a third party. An example of the former is personal correspondence, such as letters or emails that a person has written. Examples of the latter primarily come from recorded media, such as video surveillance (e.g., CCTV camera footage), photographs (e.g., personal photos), or audio recordings (e.g., recording of a conversation). Media captures personal data in a way that, while recorded by a third party, any individual can observe it for themselves by looking at the photo, watching the video, or listening to the recording.


• **Observed information** is information collected about an individual based on a third party’s observation or provided by the individual, but does not allow someone else to replicate the observation. This data can encompass a wide variety of information that describes an individual, such as their basic information (e.g., place of birth, date of birth, etc.), physical traits (e.g., weight, eye color, etc.), personal preferences (e.g., likes and dislikes, political views, search history, reading habits, media consumption, etc.), social traits (e.g., degrees, religious affiliations, nationality, criminal history, etc.), family information (e.g., marital status, child information, etc.), employment information (e.g., job history, salary, etc.), biological conditions (e.g., sexual orientation, medical conditions, medical lab results, disability information, etc.), and geolocation information.

• **Computed information** is information inferred or derived from observable or observed information. Computed information is produced when observable or observed information is manipulated through computation to produce new information that describes an individual in some way. For example, companies construct online advertising profiles for consumers based on many different sources of observed information, such as direct-mail responses, search history, and demographic information. Or some companies use algorithms to analyze video feeds to count how many people walk past a certain location. Similarly, biometrics are derived through a computational process from scans of unique physical characteristics on a person’s body. For example, the Transportation Security Agency (TSA) uses backscatter x-ray machines to scan individuals’ bodies during security screenings at airports to generate a generic outline of a human body with areas containing potential contraband highlighted in the image. Information in this category is primarily used to create value for the organizations that computed the information, and often has fewer privacy implications for individuals. However, computed information may be generated from multiple sets of data and combined to give a “mosaic” picture of an individual’s life.
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20 The definitions we use in this report for “observed information” and “computed information” are similar to the ones the Article 29 Working Group has used for “observed data” and “inferred data.” See Article 29 Data Protection Working Party, “Guidelines on the right to data portability,” December 13, 2016, revised April 5 2017, 10, https://iapp.org/media/pdf/resource_center/WP29-2017-04-data-portability-guidance.pdf.


• **Associated information** is information that a third party associates with an individual. Associated information, by itself and unlike the other three categories, does not provide any descriptive information about an individual (i.e. it does not describe qualities about an individual). For example, a library card number alone does not provide any information about its owner. (Someone may be able to infer information about an individual based on the fact that he or she has a library card, but the numbers in the library card itself generally convey no meaning about the individual.) There are many different types of associated information, such as government identification information (e.g., Social Security numbers, driver’s license numbers, security clearances, etc.), contact information (e.g., name, home addresses, phone numbers, email addresses, etc.), device identifiers (e.g., IP addresses, MAC address, browser cookies, etc.), property information (e.g., land titles, vehicle registration numbers, etc.), online authentication information (e.g., screen names, passwords, security tokens, etc.), and financial information (e.g., bank account numbers, credit card numbers, insurance details, etc.). Information in this category, since it does not describe an individual, has no inherent privacy implications itself. However, this information can be used to perpetrate actions that have privacy implications. For example, the PIN number of a bank card has no inherent privacy implications, but a third party might use a stolen PIN number to check someone’s balance at a bank, an action which clearly has privacy implications.

Each of these types of information come with their own set of risks of harms, and a federal privacy framework should reflect these different risks. For example, where the primary concern is autonomy violations, such as with observable information, laws should prohibit collecting this information, such as laws restricting government surveillance. Where the primary concern is discrimination, such as with observed information, laws should prohibit the discriminatory conduct.²³

NTIA’s privacy framework should distinguish between these different types of information rather than treating all information the same.

Second, NTIA should add one top-level goal to the list: to improve U.S. competitiveness. Competitiveness is the ability of a nation’s traded sectors to effectively compete in global markets in the absence of subsidies and

²³ Ibid.
government protections, while receiving a strong price premium that enables strong terms of trade. Many countries have started using data protection legislation to disadvantage U.S. firms, from the EU’s GDPR to data localization requirements many nations have imposed. Indeed, the United States’ lead on innovation is no longer as secure as it once was, and any regulatory approach to privacy that does not consider issues of U.S. competitiveness will certainly further disadvantage U.S. firms and workers. The NTIA’s privacy framework should consider how U.S. businesses are positioned vis-à-vis their foreign competitors with regard to the restrictions placed on them for use and collection of data, and ensure U.S. businesses continue to have access to data necessary to be competitive. In addition, the U.S. should insist that commitments to the free flow of data go hand-in-hand with any concessions it makes to other countries’ privacy rules.

C. The Next Steps to Achieve these Goals

The RFC seeks information on several questions related to the next steps and measures that the administration can take to effectuate the high-end goals and user-centric outcomes. In particular, the RFC asks: Should the Department convene people and organizations to further explore additional commercial data privacy-related issues? If so, what is the recommended focus and desired outcomes?

Evidenced-based policymaking is an important tool to ensure that laws and regulations are effective. Before the administration pursues a new consumer privacy framework, it should identify in advance what metrics it will use to measure the effectiveness of any changes to U.S. privacy law. For example, metrics such as the number and size of data breaches, the amount of financial fraud from identity theft, the number of identity theft complaints, greater cross-border data flows, consumer privacy concerns in federal surveys, and many others, could all give a clearer picture of the impact of any changes in law. Without a clear, predetermined understanding of what a “winning” privacy framework would look like, a new set of data privacy rules might simply create higher costs and more market uncertainty that reduce innovation and competitiveness, as past efforts, such as the Gramm-Leach-Bliley Act (GLBA) did for privacy in financial services. For example, the

mandatory privacy notices required by GLBA cost financial institutions approximately $700 million annually, with little value for consumers.27

E. FTC Enforcement

The RFC seeks information on the FTC’s role as the prominent U.S. enforcement agency related to data protection issues. In particular, the RFC asks: In order to achieve the goals laid out in this RFC, would changes need to be made with regard to the FTC’s resources, processes, and/or statutory authority?

As the primary regulator for consumer privacy, the FTC provides an important function in protecting consumers and ensuring competition in many areas of the U.S. economy. No matter what path the administration takes to update the U.S. consumer privacy framework, the FTC should continue to be the primary U.S. privacy enforcement agency. However, to accomplish this mission, the FTC will need more resources and expanded authority.28

Regarding resources, the FTC has been woefully under-equipped for some time. Since 2010, the Commission’s funding has fallen 5 percent when adjusted for inflation.29 In addition, in 2015, the FTC had only 57 full-time staff working on data protection issues.30 And several former FTC alumni have lamented that the commission has trouble hiring the requisite technical expertise due to insufficient resources.31 The FTC needs additional funding to pursue privacy and security cases and hire more staff with this expertise.

31 For example, see the comments of Jessica Rich, former director of the FTC’s Bureau of Consumer Protection. Tony Romm, “The Agency in Charge of Policing Facebook and Google is 103 Years Old. Can it Modernize?” Washington
Moreover, the FTC needs expanded authority to extract meaningful fines from companies that intentionally mislead consumers or violate their privacy. For one, because the Commission’s existing enforcement falls under Section 5 of the FTC Act, it does not possess original fining authority. Before a company can be fined by the FTC for misbehavior, it must agree to be placed under a consent decree, and then subsequently violate that agreement. (Certainly, a consent decree is no small punishment. It can confine a company to stagnant business practices, deter them from taking risks, and create greater barriers to new firms by subjecting them to costly, cumbersome, and complex de facto regulations under threat of potential lawsuits.)

Furthermore, the amount of the fine that the FTC has the authority to levy is often a de minimis amount of an infringing company’s profits. For example, when Google violated its consent decree in 2012, it was only fined $22.5 million for the infraction—a fee that is fractional compared to the company’s annual revenue. While fees need to be proportional to the actual harm caused to consumers, rather than to trivial violations of privacy policies, if fees are too small they are unlikely to deter data misuse from other actors in the future. Importantly, while Congress should give the FTC the authority to pursue larger fines against infringing companies, the FTC should take a deliberative harms-based approach, as overly aggressive fines can have a deteriorative effect on innovation. For example, GDPR’s fines can be up to 4 percent of global turnover for a company or EUR 20 million, whichever is greater. The mere threat of these absurdly steep fines has already caused some businesses to shut down their services in Europe. The U.S. government should not repeat the European Union’s mistakes.
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34 McQuinn and Castro, “Why Strong Privacy Regulations Do Not Spur Increased Internet Use.”

35 Regulation 2016/679 (General Data Protection Regulation).

Because the FTC is prohibited from using traditional rulemaking processes, it has created de facto law around privacy and security through its enforcement actions and consent decrees. This process circumvents the democratic process and decreases transparency in rulemakings. The administration should support Congress in expanding the FTC’s authority by enabling it to conduct rulemakings around privacy. This approach will enable the FTC to establish clear rules through its public processes and act against companies that knowingly violate them. However, such rulemakings should maintain the FTC’s remit to address substantial consumer harms. In these rulemakings, the administration should ensure that the FTC pays attention to harm and intent when using its enforcement authority against companies to avoid creating perverse incentives. These criteria will enable the regulator to decide on the appropriate response, where unintentional and harmless actions elicit the smallest penalty and intentional and harmful actions elicit the largest. Penalties should be designed to encourage companies to make sure they do not willfully commit infractions or impose real harm on users.

Finally, it will be important for the FTC to use expanded resources in a strategic way to go after actors causing the most harm in the digital space, not simply going after high-profile privacy cases where consumers suffered little or no actual harm. These include identity theft, spam, malware, deceptive digital advertising and service provision, and Internet piracy. These, more than privacy violations, cause the most actual consumer harm today.

G. Other Goals

Finally, the RFC seeks information on other ways to achieve U.S. leadership in privacy protections. The RFC asks: Are there other ways to achieve U.S. leadership that are not included in this RFC, or any outcomes or high-level goals in this document that would be detrimental to achieving the goal of achieving U.S. leadership?

The United States has traditionally had a balanced, sectoral approach to data privacy, which has enabled it to be the world leader in innovative digital services. Of the 15 largest digital firms in the world, all are either

39 Castro and McQuinn, “How and When Regulators Should Intervene.”
American or Chinese.40 Of the top 200, only 8 are European.41 There is a reason for that, and one is the United States has a more light-touch approach to digital regulation, including regarding privacy. And yet, the United States has largely failed to advocate for the effectiveness of its regulatory approach to data privacy. In contrast, the European Union has actively sought to expand its regulatory model, particularly the GDPR, to other countries though both advocacy and enforcement of the rules themselves, advocating a false narrative that many have bought into that the GDPR is pro-innovation. This strategy has been successful. For example, in 2017, Colombia issued rules copying GDPR’s approach to international data flows by preventing businesses from transferring personal data outside the country without the permission of users, unless the other country is found to provide an “adequate level” of protection.42

Not only should the administration use every available forum to push back on these negative policy approaches that damage the digital economy, but it should vocally and forcefully be advocating for the U.S. approach to data privacy abroad. The U.S. government can do this through bilateral agreements, such as those established in the Clarifying Overseas Use of Data (CLOUD) Act, through trade agreements, and in international multistakeholder forums.43 It can do this by more actively participating in and supporting the participation of U.S. organizations in international forums. It can expand the State Department’s digital attaché program and ensure that more State Department foreign service officers understand the different international approaches to data privacy and the advantages of the U.S. approach. Importantly, the U.S. government should do this no matter how the NTIA process ends or what final federal framework the Trump administration decides for U.S. data privacy.

CONCLUSION
Data is essential to a functioning global digital economy. The administration should ensure that its path forward for a U.S. privacy framework not only balances consumer protections with support for data-driven innovation but also actively advocates for that position to other nations. In establishing this path forward, the administration should consider levels of risk inherent to specific types of data and their uses, how it will

41 Ibid.
measure success, and U.S. competitiveness. Finally, the administration should respect and improve upon the role that the FTC has traditionally held as the predominant U.S. privacy regulator.

Sincerely,

Daniel Castro  
Vice President, Information Technology and Innovation Foundation

Alan McQuinn  
Senior Policy Analyst, Information Technology and Innovation Foundation